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Installation Overview

openGauss supports standalone deployment and standalone HA deployment
modes. In standalone mode, multiple database instances can be deployed on a
single host. However, this mode is not recommended for data security purposes. In
the standalone HA deployment mode, one primary server and at least one
standby server are supported, and a maximum of eight standby servers are
supported.

(1 NOTE

When the openGauss provides scripts for installation, only one database system can be
deployed on a single physical machine. If you need to deploy multiple database systems on
a single physical machine, you are advised to install the database systems using the CLI
instead of using the installation script provided by the openGauss.
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Enterprise Edition Installation Process

This installation process is intended for enterprise users or individuals who have
high requirements on database performance. This process is complex but the
functions are more comprehensive.

2.1 Preparing for Installation

This chapter describes how to prepare and configure the openGauss installation
environment. Read this chapter carefully before the installation. Go to chapter
"Installing the openGauss" if you have completed the configuration in this chapter.

2.2 Installing the openGauss
2.3 Verifying the Installation

2.1 Preparing for Installation

This chapter describes how to prepare and configure the openGauss installation
environment. Read this chapter carefully before the installation. Go to chapter
"Installing the openGauss" if you have completed the configuration in this chapter.

2.1.1 Installation Process

This section describes the openGauss installation process.

Figure 2-1 shows the process for installing openGauss.
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Figure 2-1 Installation process
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Table 2-1 Installation process description

Step

Description

Prepare for

Before the openGauss installation, you need to prepare the

installation. software and hardware environment and related configurations.
This document provides the minimum requirements for the
openGauss installation. In the actual installation, plan the
installation based on the site requirements.
For details, see Preparing for Installation.
Obtain the You need to download the installation package from the
installation openGauss open-source community and check the package
package. content. For details, see Obtaining and Verifying an

Installation Package.

Configure an
XML file.

Before installing the openGauss, you need to create a
configuration file. The configuration file in the XML format
contains the information about the server where the openGauss
is deployed, installation path, IP address, and port number. This
file is used to guide how to deploy the openGauss. You need to
configure the XML configuration file according to the actual
deployment requirements.

For details, see Creating an XML Configuration File.

Initialize the
installation
environment.

To initialize the installation environment, you need to upload
the installation package and the XML file, decompress the
installation package, and use gs_preinstall to prepare the
installation environment.

For details, see Initializing the Installation Environment.

Execute the
installation.

You need to use gs_install to install the openGauss.
For details, see Executing Installation.

Set the
standby node
to readable.

This operation is optional. After the readable standby node
function is enabled, the standby node is readable, meeting data
consistency requirements.

2.1.2 Obtaining the Installation Package

You can obtain the installation package from the openGauss open-source
community.

Procedure

Step 1 Download the installation package of the corresponding platform from the
openGauss community.

1. Log in to the openGauss open source community at https://
opengauss.org/en/download.html, select 3.0.0 in the Version field, and
download the corresponding installation package.
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Step 2

2. Click Download.
Check the installation package.

Decompress the installation package and check whether the installation directory
and files are complete. Run the following commands in the directory where the

installation package is stored:
tar -zxvf openGauss-x.x.x-openEuler-64bit.tar-all.gz
ls-1b

Run the ls command and information similar to the following is displayed.
total 50M

-rW------- 1 root root 65 Dec 25 15:34 openGauss-x.x.x-openEuler-64bit-om.sha256
-IW------- 1 root root 12910775 Dec 25 15:34 openGauss-x.x.x-openEuler-64bit-om.tar.gz
-rW------- 1 root root 65 Dec 25 15:34 openGauss-x.x.x-openEuler-64bit.sha256
-rW------- 1 root root 73334256 Dec 25 15:34 openGauss-x.x.x-openEuler-64bit.tar.bz2
-rW------- 1 root root 65 Dec 25 15:34 upgrade_sql.sha256

-rW------- 1 root root 134747 Dec 25 15:34 upgrade_sql.tar.gz

----End

2.1.3 Preparing the Software and Hardware Installation
Environment

This chapter describes the preparations for the installation.

2.1.3.1 Software and Hardware Requirements

This section describes hardware and software requirements of openGauss. It is
recommended that servers to be deployed on openGauss have the same software
and hardware configurations.

Hardware Requirements

Table 2-2 describes the minimum hardware requirements of openGauss. When
planning the hardware configuration of a product, consider the data scale and
expected database response speed. Plan hardware as required.

Table 2-2 Hardware requirements

Item Configuration Description

Memor | It is recommended that the memory be 32 GB or above for function
y debugging.

In performance tests and commercial deployment, it is recommended
that the memory be 128 GB or above for single-instance deployment.

Complex queries require much more memory, and therefore, the
memory may be insufficient in high-concurrency scenarios. In this
case, it is recommended that a large-memory server or load
management be used to restrict concurrency on the system.
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Item

Configuration Description

CPU

It is recommended at least one 8-core 2.0 GHz CPU be used for
function debugging.

In performance tests and commercial deployment, it is recommended
that one 16-core 2.0 GHz CPU be used for single-instance
deployment.

You can set CPUs to hyper-threading or non-hyper-threading mode.

NOTE
Currently, openGauss supports only the CPUs of Kunpeng servers and x86_64-
based universal PC servers.

Disk

Hard disks used for installing openGauss must meet the following
requirements:

e At least 1 GB is used to install the openGauss applications.
e About 300 MB is used for each host to store metadata.
e More than 70% of available disk space is reserved to store data.

You are advised to configure the system disk to RAID 1 and data disk
to RAID 5 and plan four groups of RAID 5 data disks for installing
openGauss. For details about RAID configuration, see the instructions
in the hardware vendors' manuals. Set Disk Cache Policy to Disabled
to avoid data loss upon unexpected power-off.

openGauss supports using an SSD with the SAS interface and NVMe
protocol deployed in RAID mode as the primary storage device of the
database.

Networ
k

Minimum 300 Mbit/s Ethernet is required.

You are advised to bond two NICs for redundancy. For details about
NIC redundancy bond configuration, see the instructions in the
hardware vendors' manuals.

Software Requirements

Table 2-3 Software requirements

Software

Configuration Description

Linux OS

e ARM:
- openEuler 20.03LTS (recommended)
- Kirin V10

e Xx86:
- openEuler 20.03LTS

- CentOS 7.6

NOTE
The current installation package can be used only on the
English operating system.

Issue 01 (2022-03-31)
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NOTE

Software Configuration Description

Linux file system It is recommended that the number of remaining inodes be
greater than 1.5 billion.

Tool bzip2

Python e openEuler: supports Python 3.7.X.

e (CentOS: supports Python 3.6.X.
e Kirin: supports Python 3.7 .X.

Python needs to be built using --enable-shared.

Software Dependency Requirements

Table 2-4 lists the software dependency requirements for the openGauss.

You are advised to use the default installation packages of the following
dependent software in the listed OS installation CD-ROMs or sources. If the
following software does not exist, refer to the recommended versions of the

software.

Table 2-4 Software dependency requirements

Software Recommended Version
libaio-devel 0.3.109-13

flex 2.5.31 or later

bison 2.7-4

ncurses-devel

5.9-13.20130511

environment)

glibc-devel 2.17-111
patch 2.7.1-10
redhat-Isb-core 4.1
readline-devel 7.0-13
libnsl (in the openEuler + x86 2.28-36
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2.1.3.2 Modifying OS Configuration

/A\ CAUTION

Perform the following operations as the root user. After the operations are
complete, log out of the system as the root user in a timely manner to prevent
misoperations.

Disabling the OS Firewall

To ensure that the openGauss can work properly when the firewall is enabled,
related services, protocols, IP addresses, and ports need to be added to the firewall
whitelist of each host in the openGauss.

Take openEuler OS as an example. Assume that the openGauss information is
listed in Table 2-5.

Table 2-5 Information of openGauss

Host Name Internal IP Address External IP Address
plat1 192.168.0.11 10.10.0.11
plat2 192.168.0.12 10.10.0.12
plat3 192.168.0.13 10.10.0.13
plat4 192.168.0.14 10.10.0.14
Management | - 10.10.64.236
network

Procedure

Currently, EulerOS can be installed only when the firewall is disabled.

Step 1 Set the value of SELINUX in the /etc/selinux/config file to disabled.

1.  Run the vim command to open the config file.
vim /etc/selinux/config

2. Change the value of SELINUX to disabled and run the :wq command to save

the change and exit.
SELINUX=disabled

Step 2 Restart the OS.

reboot

Step 3 Check whether the firewall is disabled.

systemctl status firewalld
If the firewall status is active (running), the firewall is not disabled. Go to Step 4.

If the firewall status is inactive (dead), you do not need to disable the firewall.
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Step 4 Disable the firewall.

systemctl disable firewalld.service
systemctl stop firewalld.service

Step 5 Repeat steps 1 to 4 on other hosts.

--—-End

Setting Character Set Parameters

Set the same character set for all database nodes. You can add export
LANG=Unicode to the [etc/profile file.

vim /etc/profile

Setting the Time Zone and Time

Ensure that the time zone and time on each database node are consistent.

Step 1 Run the following command to check whether the time and time zone of each
database node are consistent: If the time and time zone of each database node
are inconsistent, perform Step 2 to Step 3.
date

Step 2 Run the following command to copy the time zone file in the fusr/share/
zoneinfo/ directory of each database node as the /etc/localtime file:

cp /usr/share/zoneinfo/$Locale/$Time zone [etc/localtime
L] NOTE

$Locale/$Time zone indicates the locale and time zone to be set, for example, Asia/
Shanghai.

Step 3 Run the date -s command to set the time of each database node to the same
time. For example:
date -s "Sat Sep 27 16:00:07 CST 2020"

--—-End

(Optional) Disabling the Swap Memory
L] NOTE
Disabling the swap memory ensures the access performance of the database and prevents
the buffer memory of the database from being evicted to the disk. If the server memory is

small and the memory is overloaded, you can enable the swap memory to ensure normal
running.

Run the swapoff -a command on each database node to disable the swap
memory.

swapoff -a

Disabling RemovelPC

On each database node, disable RemovelPC. For CentOS, skip this step.

Procedure
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Step 1

Step 2

Step 3

Step 4

Step 5

Change the value of RemovelPC in the /etc/systemd/logind.conf file to no.

1. Run the vim command to open the logind.conf file.
vim /etc/systemd/logind.conf

2. Change the value of RemovelPC to no.
RemovelPC=no

Change the value of RemovelPC in the /usr/lib/systemd/system/systemd-
logind.service file to no.

1. Run the vim command to open the systemd-logind.service file.
vim /usr/lib/systemd/system/systemd-logind.service

2. Change the value of RemovelPC to no.
RemovelPC=no

Reload configuration parameters.

systemctl daemon-reload
systemctl restart systemd-logind

Check whether the modification takes effect.

loginctl show-session | grep RemovelPC
systemctl show systemd-logind | grep RemovelPC

Repeat Step 1 to Step 4 on other hosts.
----End

Setting the NIC MTU

Step 1

Step 2

Set the NIC MTU value on each database node to the same value.
Procedure

Run the following command to query the NIC name of the server:

ifconfig

As shown in the following figure, if the server IP address is 10.244.53.173, the NIC

name of the server is ethO.

carrier 0 collisions 0

)

carrier 0 collisions 0

Set the NIC MTU value on each database node to the same value. For x86, the
recommended MTU value is 1500. For ARM, the recommended MTU value is

8192.

Issue 01 (2022-03-31) Copyright © Huawei Technologies Co., Ltd.
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ifconfig N/C name mtu mtu value

--—-End

Disabling the History Command
(11 NOTE

To prevent security risks caused by historical records, you need to disable the history
command on each host.

Step 1 Modify the /etc/profile file in the root directory.

vim /etc/profile

Step 2 Set HISTSIZE to 0. For example, if the default value of HISTSIZE is 1000, change it
to 0.
HISTSIZE=0

Step 3 Save the /etc/profile file.
wqg

Step 4 Make the /etc/profile file take effect.

source /etc/profile

--—-End

2.1.3.3 Setting Remote Login of User root

During the openGauss installation, the user root is required for remote login. This
section describes how to set the user root for remote login.

(11 NOTE

The remote connection function is enabled only when mutual trust between users root is
required in the database. After the operation and verification are complete, log out of the
system as user root in a timely manner to prevent misoperations.

Step 1 Modify the PermitRootLogin configuration to enable remote login of user root.
1. Open the sshd_config file.
vim /etc/ssh/sshd_config
2. Modify permissions of user root using either of the following methods:

- Comment out PermitRootLogin no.
#PermitRootLogin no

- Set the value of PermitRootLogin to yes.
PermitRootLogin yes

3.  Run the :wq command to save the modification and exit.

Step 2 Modify the Banner configuration to delete the welcome information displayed
when you connect to the system. The welcome information affects the return
result of remote operations during the installation.

1. Open the sshd_config file.
vim /etc/ssh/sshd_config

2. Comment out the line where Banner is located.
#Banner XXXX

3.  Run the :wgq command to save the modification and exit.
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Step 3

Step 4

Run the following command to validate the settings:
systemctl restart sshd.service

Re-log in to the system as user root.
ssh X xxx.xxx

L] NOTE
xxx.xoxxxx.xxx indicates the IP address of the openGauss installation environment.

--—-End

2.1.4 Installation User and User Group

To minimize the installation account permissions during the installation and
ensure system running security of openGauss after the installation, the installation
scripts automatically create a user-specified installation user and this user will be
used as the administrator for subsequent running and maintenance of the
openGauss.

User/Group Type Suggestion

Name

dbgrp oS You are advised to plan the user group dbgrp
independently.

This user group is specified by the -G
parameter in 2.2.2 Initializing the
Installation Environment. If this user group
does not exist, the installation script
automatically creates it. Alternatively, you can
create the user group before the installation.
User permissions are checked when the
gs_preinstall script is executed. The
gs_preinstall script automatically grants
access and execution permissions on the
installation directory and data directory to all
users in this user group.

Run the following command to create the
user group dbgrp:
groupadd dbgrp

omm oS You are advised to plan the user omm for
openGauss operation and maintenance.

This user is the OS user specified by the -U
parameter in 2.2.2 Initializing the
Installation Environment. If this user exists,
delete it or change the initial user. For security
purposes, the user group is planned as
follows:

Group: dbgrp

During the openGauss installation, when gs_install is executed, a database user
omm with the same name as the installation user is created. This user has the
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highest operation permissions on the database. The initial password of this user is
specified by the user.

2.2 Installing the openGauss

2.2.1 Creating an XML Configuration File

Before installing the openGauss, you need to create the cluster_config.xml file.
The cluster_config.xml file contains the information about the server where the
openGauss is deployed, installation path, IP address, and port number. This file is
used to guide how to deploy the openGauss. You need to configure the XML
configuration file according to the actual deployment requirements.

The following describes how to create an XML configuration file based on the
deployment solution of one primary node and one standby node.

2.2.1.1 Configuring the Database Name and Directories

Obtain the XML file template from script/gspylib/etc/conf/
cluster_config_template.xml. The information in bold is only an example. You
can replace it as required. Each line of information is commented out.

<?xml version="1.0" encoding="UTF-8"?>
<ROOT>
<I-- Overall information -->
<CLUSTER>
<I-- Database name -->
<PARAM name="clusterName" value="Cluster_template" />
<!-- Database node name (hostname) -->
<PARAM name="nodeNames" value="node1_hostname,node2_hosthname" />
<I-- Database installation directory -->
<PARAM name="gaussdbAppPath" value="/opt/huawei/install/app" />
<l-- Log directory -->
<PARAM name="gaussdbLogPath" value="/var/log/omm" />
<l-- Temporary file directory -->
<PARAM name="tmpMppdbPath" value="/opt/huawei/tmp" />
<I-- Database tool directory -->
<PARAM name="gaussdbToolPath" value="/opt/huawei/install/om" />
<!--Directory of the core file of the database -->
<PARAM name="corePath" value="/opt/huawei/corefile"/>
<l-- Node IP addresses corresponding to the node names, respectively -->
<PARAM name="backlp1s" value="192.168.0.1,192.168.0.2"/>
<l-- Whether to enable automatic primary database node selection -->
<PARAM name="enable_dcf" value="on"/>
<!-- Node IP address, port number, and role information after the function is enabled-->
<PARAM name="dcf_config" value="[{&quot;stream_id&quot;:1,&quot;node_id&quot;:
1,&quot;ip&quot;:&quot;8.92.1.85&quot;,&quot;port&quot;:16683,&quot;role&quot;:&quot;LEADER&quot;},
{&quot;stream_id&quot;:1,&quot;node_id&quot;:2,&quot;ip&quot;:&quot;8.92.1.86&quot;,&quot;port&quot;:
16683,&quot;role&quot;:&quot;FOLLOWER&quot;},{&quot;stream_id&quot;:1,&quot;node_id&quot;:
3,&quot;ip&quot;:&quot;8.92.1.87&quot;,&quot;port&quot;:
16683,&quot;role&quot;:&quot;FOLLOWER&quot;}]"/>

</CLUSTER>
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NOTICE

The /opt/huawei/install/om directory is used to store tools such as the mutual
trust tool. To avoid permission problems, do not store instance data in the
directory.

The installation and data directories must be empty or do not exist. Otherwise,
the installation may fail.

When configuring database instances, ensure that the configured directories
are not coupled with each other. This means that the configured directories
must not be associated with each other. If any directory is deleted, the other
directories will not be deleted accordingly. For example, gaussdbAppPath

is fopt/huawei/install/app and gaussdbLogPath is /opt/huawei/install/app/
omm. If the directory specified by gaussdbAppPath is deleted, that specified by
gaussdbLogPath will also be deleted, causing unexpected problems.

If the installation script is required to automatically create installation users,
ensure that the configured directories are not coupled with the default user
directories created by the system.

The openGauss and instance paths cannot contain special characters
ll|ll,II;II,II&II,II$II,II<IIIII>II’II‘Il,ll\\ll,llIII,ll\llll,ll{ll,ll}ll,ll(Il,ll)ll,ll[Il'll]lI’lINIllll*H’ and ll?ll.
When configuring the database node name, run the hostname command to

obtain the host name of the database node and replace node1_hostname and
node2_hostname in the example with the obtained host name.

During dcf_config configuration, the roles include leader, follower, passive, and
logger. The roles that can vote include leader, follower, and logger. During role
networking configuration, at least three roles can vote. Therefore, at least three
nodes are required in DCF mode.

Table 2-6 Parameter description

Instan | Parameter | Description

ce
Type
Overal | clusterNam | openGauss name.
| e
inform )
ation | nodeName | Host name in the openGauss.
s
backlp1s Intranet IP address of the host in the backend storage

network. All the openGauss hosts communicate with
each other on this network.

gaussdbAp | Installation directory of the openGauss program. This
pPath directory must meet the following requirements:

e The disk space is greater than 1 GB.

e This directory is independent of other directories
required by the database.

Issue 01 (2022-03-31)

Copyright © Huawei Technologies Co., Ltd. 14



openGauss
Installation Guide 2 Enterprise Edition Installation Process

Instan | Parameter | Description
ce

Type

gaussdbLo | Directory that stores run logs and operation logs of the
gPath openGauss. This directory must meet the following
requirements:

e You are advised to plan the disk space based on the
number of database nodes on the host. Reserve 1 GB
space for database nodes and reserve redundant
space.

e This directory is independent of other directories
required by the openGauss.

This directory is optional. If the directory is not specified,
SGAUSSLOG/ /nstallation username will be specified as
the log directory by default during openGauss
installation.

tmpMppdb | Directory for storing temporary database files.

Path If tmpMppdbPath is not set, the files are stored in /opt/
huawei/wisequery/installation user name_mppdb by
default. In the path, opt/huawei/wisequery is the
default directory for storing database system tools.

gaussdbTo | Directory for storing openGauss system tools. This
olPath directory is used to store tools for mutual trust. This
directory must meet the following requirements:

e The disk space is greater than 100 MB.

e This directory cannot be changed and is independent
of other directories required by the database.

This directory is optional. If this parameter is not
specified, /opt/huawei/wisequery is specified as the
database system tool directory by default during
openGauss installation.

corePath Directory for storing the openGauss core file.

enable_dcf | Determines whether to enable the DCF mode.

dcf_config | DCF startup node information, which is configured when
the DCF mode is enabled.

2.2.1.2 Configuring the Basic Host Information
(11 NOTE

Each server must contain the following information. The following uses node1 as an
example.

The information in bold is only an example. You can replace it as required. Each
line of information is commented out.
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<l-- Information about node deployment on each server -->
<DEVICELIST>

<l-- Information about node deployment on node1 -->
<DEVICE sn="node1_hostname">

<!-- Host name of node1 -->

<PARAM name="name" value="node1_hostname"/>

<l-- AZ where node1 is located and AZ priority -->

<PARAM name="azName" value="AZ1"/>

<PARAM name="azPriority" value="1"/>

<!-- IP address of node1. If only one NIC is available for the server, set backIP1 and sshiP1 to the same IP

address. -->

<PARAM name="backlp1" value="192.168.0.1"/>

<PARAM name="sship1" value="192.168.0.1"/>

<I-- Specifies whether node1 is a cascaded standby node. on indicates that the instance is a cascaded
standby node. In addition, the cascaded standby node must be configured with a standby node in the same

AZ.-->

<PARAM name="cascadeRole" value="on"/>

Table 2-7 Parameter description

Instan | Parameter | Description
ce
Type
Overal | name Host name.
[
inform | @zName Available zone (AZ) name. The value is a character string
ation that cannot contain special characters, for example, AZ1,
AZ2, and AZ3.
azPriority AZ priority.
backlp1 Intranet IP address of the host in the backend storage
network. All the openGauss hosts communicate with
each other on this network.
sship1 External IP address of the SSH reliable channel. If no
external network is used, you can leave it empty or set it
to the value of backip1.
(10 NOTE

Only one IP address can be configured for all IP parameters (including backlp, sshlp, and
listenlp) in the configuration file. Excessive IP addresses are ignored.

For example, you can configure backlp1 and backlp2 in the XML configuration file as
follows:

When the file is parsed, only backlp1 takes effect.

<PARAM name="backlp1" value="192.168.0.1"/>
<PARAM name="backlp2" value="192.168.0.2"/>

2.2.1.3 Configuring Primary Database Node Information

The information in bold is only an example. You can replace it as required. Each
line of information is commented out.

Configure the following information for the primary database node:

<!--DBnode-->
<PARAM name="dataNum" value="1"/>
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<l-- Database node port number -->

<PARAM name="dataPortBase" value="15400"/>

<l-- Listening IP address of the database node -->

<PARAM name="datalListenlp1" value="172.31.13.124,172.31.6.198"/>

<!-- Data directory on the primary database node and data directories of standby nodes -->

<PARAM name="dataNode1" value="/opt/huawei/install/data/dn,node2_hostname,/opt/huawei/install/
data/dn"/>

<l-- Xlog directories on the primary database node and on the standby database node -->

<PARAM name="dataNodeXlogPath1" value="/home/omm/gauss_xlog,/home/omm/gauss_xlog "/>

<!l-- Number of nodes for which the synchronization mode is set on the database node -->

<PARAM name="dataNode1_syncNum" value="0"/>

<!l--Configuration of the DCF data file-->

<PARAM name="dcf_data_path1" value="/opt/huawei/install/data/dn1,/opt/huawei/install/data/dn2"/>
<!1--DCF run logs-->

<PARAM name="dcf_log_path1" value="/opt/huawei/install/data/dn1,/opt/huawei/install/data/dn2"/>

Table 2-8 Parameter description

Instance | Parameter Description
Type
DBnode | dataNum Number of database nodes to be deployed on

the current host

dataPortBase Basic port number of the database node. The
default value is 40000.

dataListenlp1 Listening IP address. If this parameter is not
set, the value is determined based on backlp1
of the corresponding host.

The first and second IP addresses are the IP
addresses of the hosts where the primary and
standby nodes reside, respectively.

dataNode1 Directory for storing data of the database
nodes on the current host. It is a data storage
directory, and should be on a data disk.

dataNodeXlogPath | Path for storing Xlogs in the current database.
1 This parameter is optional. This directory is
used to store database Xlogs and can only be
an absolute path. If this parameter is not
specified, the log file is stored in the pg_xlog
directory of the data directory by default.

dataNode1_syncN | Number of nodes in synchronous mode in the
um current database. This parameter is optional.
The value ranges from 0 to the number of
standby database nodes.

dcf_data_path1 Data file directory in DCF mode. This
parameter is optional and needs to be
configured when the DCF is configured.

dcf_log_path1 Directory for storing run log files in DCF mode.
This parameter is optional and needs to be
configured when the DCF is configured.
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2.2.1.4 Configuring the CM Server (Primary/Non-Primary) Information

Configure the following information for the non-primary CMS nodes:

<l--cm -->

<PARAM name="cmServerPortStandby" value="25500"/>
<PARAM name="cmDir" value="/opt/huawei/data/cm"/>

Table 2-9 Parameter description

Instance | Parameter Description
Type
™M cmServerPortBase | Port number of the primary CM server. The
default value is 5000.
cmServerPortStan | Port number of the standby CM server. The
dby default value is 5500.

cmServerListenlp

IP address used by the CM server to listen to
the CM agent connection requests or the
database administrator's cluster management
requests.

cmServerHalp1

IP addresses for communication between the
primary and standby CM servers.

In the parameter value, the first and second IP
addresses are the IP addresses of the hosts
where the primary and standby CM servers
reside, respectively. If this parameter is not set,
the value is determined based on backlp1 of
the hosts where the primary and standby CM
servers reside.

cmDir

CM data file directory. The directory is used to
store the data files and parameter files used by
the CM server and CM agent.

This parameter must be set on every host in
the cluster.
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Table 2-10 Directory description

Directory Description

/opt/huawei/data Directory that stores instance data of the
cluster. It is a data storage directory, and
should be on a data disk.

This directory must meet the following
requirements:

e The disk space is planned according the
actual service data volume.

e Directories for storing data of each instance
are independent from each other. Table
2-11 lists planning for the data directory of
each instance in this document.

Table 2-11 Database instance data directories

Instance Name Instance Data Directory
CM /opt/huawei/data/cm
Primary DN /opt/huawei/data/masterX

In the directory, Xis a consecutive positive
integer starting from 1, identifying the Xth DN
on the current host.

Standby DN /opt/huawei/data/slaveX

In the directory, X'is a consecutive positive
integer starting from 1, identifying the Xth
standby DN on the current host.

2.2.1.5 Examples

Configuration File for Single-Instance Deployment

<?xml version="1.0" encoding="UTF-8"?>
<ROOT>

<CLUSTER>
<PARAM name="clusterName" value="dbCluster" />
<PARAM name="nodeNames" value="node1_hostname" />
<PARAM name="gaussdbAppPath" value="/opt/huawei/install/app" />
<PARAM name="gaussdbLogPath" value="/var/log/omm" />
<PARAM name="tmpMppdbPath" value="/opt/huawei/tmp" />
<PARAM name="gaussdbToolPath" value="/opt/huawei/install/om" />
<PARAM name="corePath" value="/opt/huawei/corefile" />
<PARAM name="backlp1s" value="192.168.0.1"/>

</CLUSTER>
<DEVICELIST>

<!-- Information about node deployment on node1 -->
<DEVICE sn="node1_hostname">
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<PARAM name="name" value="node1_hostname"/>

<PARAM name="azName" value="AZ1"/>

<PARAM name="azPriority" value="1"/>

<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.1"/>

<PARAM name="sship1" value="192.168.0.1"/>

<!--dbnode-->
<PARAM name="dataNum" value="1"/>
<PARAM name="dataPortBase" value="15400"/>
<PARAM name="dataNode1" value="/opt/huawei/install/data/dn"/>
<PARAM name="dataNode1_syncNum" value="0"/>
</DEVICE>
</DEVICELIST>
</ROOT>

Configuration File for Primary/Standby Deployment

<?xml version="1.0" encoding="UTF-8"?>
<ROOT>

<CLUSTER>
<PARAM name="clusterName" value="Cluster_template" />
<PARAM name="nodeNames" value="node1_hostname,node2_hostname" />

<PARAM name="gaussdbAppPath" value="/opt/huawei/install/app" />
<PARAM name="gaussdbLogPath" value="/var/log/omm" />

<PARAM name="tmpMppdbPath" value="/opt/huawei/tmp"/>
<PARAM name="gaussdbToolPath" value="/opt/huawei/install/om" />
<PARAM name="corePath" value="/opt/huawei/corefile"/>

<PARAM name="backlp1s" value="192.168.0.1,192.168.0.2" />

</CLUSTER>

<DEVICELIST>

<l-- Information about node deployment on node1 -->

<DEVICE sn="node1_hostname">
<PARAM name="name" value="node1_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<l-- If only one NIC is available for the server, set backIP1 and sshlP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.1"/>
<PARAM name="sshlp1" value="192.168.0.1"/>

<!--dn-->
<PARAM name="dataNum" value="1"/>
<PARAM name="dataPortBase" value="15400"/>
<PARAM name="dataNode1" value="/opt/huawei/install/data/dn,node2_hostname,/opt/huawei/install/
data/dn"/>
<PARAM name="dataNode1_syncNum" value="0"/>
</DEVICE>

<!-- Node deployment information on node2. The value of name is the host name. -->
<DEVICE sn="node2_hostname">
<PARAM name="name" value="node2_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<l-- If only one NIC is available for the server, set backIP1 and sshlP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.2"/>
<PARAM name="sshlp1" value="192.168.0.2"/>
</DEVICE>
</DEVICELIST>
</ROOT>

Configuration File for Primary/Standby/Cascaded Deployment

<?xml version="1.0" encoding="UTF-8"?>
<ROOT>
<!-- Overall information about openGauss -->
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<CLUSTER>
<PARAM name="clusterName" value="Cluster_template" />
<PARAM name="nodeNames" value="node1_hostname,node2_hostname,node3_hostname" />

<PARAM name="gaussdbAppPath" value="/opt/huawei/install/app" />
<PARAM name="gaussdbLogPath" value="/var/log/omm" />

<PARAM name="tmpMppdbPath" value="/opt/huawei/tmp"/>

<PARAM name="gaussdbToolPath" value="/opt/huawei/install/om" />
<PARAM name="corePath" value="/opt/huawei/corefile"/>

<PARAM name="backlp1s" value="192.168.0.1,192.168.0.2,192.168.0.3"/>

</CLUSTER>
<I-- Information about node deployment on each server -->
<DEVICELIST>
<l-- Information about node deployment on node1 -->
<DEVICE sn="node1_hostname">
<PARAM name="name" value="node1_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.1"/>
<PARAM name="sship1" value="192.168.0.1"/>

<!-- Primary CM -->

<PARAM name="cmsNum" value="1"/>

<PARAM name="cmDir" value="/opt/huawei/install/cm"/>

<PARAM name="cmServerPortBase" value="15300"/>

<PARAM name="cmServerListenlp1" value="192.168.0.1,192.168.0.2,192.168.0.3"/>

<PARAM name="cmServerHalp1" value="192.168.0.1,192.168.0.2,192.168.0.3" />

<l-- CM server level. Currently, only 1 is supported. -->

<PARAM name="cmServerlevel" value="1"/>

<l-- Host names of the primary and standby CMS nodes -->

<PARAM name="cmServerRelation" value="node1_hostname,node2_hostname,node3_hostname"/>

<!--dn-->
<PARAM name="dataNum" value="1"/>
<PARAM name="dataPortBase" value="15400"/>
<PARAM name="dataNode1" value="/opt/huawei/install/data/dn,node2_hostname,/opt/huawei/install/
data/dn,node3_hostname,/opt/huawei/install/data/dn"/>
<PARAM name="dataNode1_syncNum" value="0"/>
</DEVICE>

<I-- Node deployment information on node2. The value of name is the host name. -->
<DEVICE sn="node2_hostname">
<PARAM name="name" value="node2_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.2"/>
<PARAM name="sshlp1" value="192.168.0.2"/>
<l--cm -->
<PARAM name="cmDir" value="/opt/huawei/install/cm"/>
<PARAM name="cmServerPortStandby" value="15300"/>
</DEVICE>

<I-- Node deployment information on node3. The value of name is the host name. -->
<DEVICE sn="node3_hostname">
<PARAM name="name" value="node3_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.3"/>
<PARAM name="sshlp1" value="192.168.0.3"/>
<PARAM name="cascadeRole" value="on"/>
<l--cm -->
<PARAM name="cmDir" value="/opt/huawei/install/cm"/>
<PARAM name="cmServerPortStandby" value="15300"/>
</DEVICE>
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</DEVICELIST>
</ROOT>

Configuration File for One Primary and Two Standbys

<?xml version="1.0" encoding="UTF-8"?>
<ROOT>

<CLUSTER>

<PARAM name="clusterName" value="Cluster_template" />
<PARAM name="nodeNames" value="node1_hostname,node2_hostname,node3_hostname" />

<PARAM name="gaussdbAppPath" value="/opt/huawei/install/app" />
<PARAM name="gaussdbLogPath" value="/var/log/omm" />

<PARAM name="tmpMppdbPath" value="/opt/huawei/tmp"/>

<PARAM name="gaussdbToolPath" value="/opt/huawei/install/om" />
<PARAM name="corePath" value="/opt/huawei/corefile"/>

<PARAM name="backlp1s" value="192.168.0.1,192.168.0.2,192.168.0.3"/>

</CLUSTER>

<DEVICELIST>

<!-- Information about node deployment on node1 -->
<DEVICE sn="node1_hostname">
<PARAM name="name" value="node1_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<!l-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.1"/>
<PARAM name="sshlp1" value="192.168.0.1"/>
<l-- CM node deployment information -->
<PARAM name="cmsNum" value="1"/>
<PARAM name="cmServerPortBase" value="15000"/>
<PARAM name="cmServerListenlp1" value="192.168.0.1,192.168.0.2,192.168.0.3"/>
<PARAM name="cmServerHalp1" value="192.168.0.1,192.168.0.2,192.168.0.3"/>
<PARAM name="cmServerlevel" value="1"/>
<PARAM name="cmServerRelation" value="node1_hostname,node2_hostname,node3_hostname"/>
<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
<l--dn-->
<PARAM name="dataNum" value="1"/>
<PARAM name="dataPortBase" value="15400"/>
<PARAM name="dataNode1" value="/opt/huawei/install/data/dn,node2_hostname,/opt/huawei/install/

data/dn,node3_hostname,/opt/huawei/install/data/dn"/>

<PARAM name="dataNode1_syncNum" value="0"/>
</DEVICE>

<!l-- Node deployment information on node2. The value of name is the host name. -->
<DEVICE sn="node2_hostname">

<PARAM name="name" value="node2_hostname"/>

<PARAM name="azName" value="AZ1"/>

<PARAM name="azPriority" value="1"/>

<l-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->

<PARAM name="backlp1" value="192.168.0.2"/>

<PARAM name="sshlp1" value="192.168.0.2"/>

<l--cm -->

<PARAM name="cmServerPortStandby" value="15000"/>

<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>

</DEVICE>

<!-- Node deployment information on node3. The value of name is the host name. -->
<DEVICE sn="node3_hostname">
<PARAM name="name" value="node3_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<l-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.3"/>
<PARAM name="sshlp1" value="192.168.0.3"/>
<l--cm -->
<PARAM name="cmServerPortStandby" value="15000"/>
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<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>

</DEVICE>
</DEVICELIST>
</ROOT>

Configuration File for One Primary and Three Standbys

<?xml version="1.0" encoding="UTF-8"?>
<ROOT>

<CLUSTER>

<PARAM name="clusterName" value="Cluster_template" />
<PARAM name="nodeNames"

value="node1_hostname,node2_hostname,node3_hostname,node4_hostname" />

<PARAM name="gaussdbAppPath" value="/opt/huawei/install/app" />

<PARAM name="gaussdbLogPath" value="/var/log/omm" />

<PARAM name="tmpMppdbPath" value="/opt/huawei/tmp"/>

<PARAM name="gaussdbToolPath" value="/opt/huawei/install/om" />

<PARAM name="corePath" value="/opt/huawei/corefile"/>

<PARAM name="backlp1s" value="192.168.0.1,192.168.0.2,192.168.0.3,192.168.0.4" />

</CLUSTER>

<DEVICELIST>

<!-- Information about node deployment on node1 -->
<DEVICE sn="node1_hostname">
<PARAM name="name" value="node1_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<!l-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.1"/>
<PARAM name="sshlp1" value="192.168.0.1"/>
<!l-- CM node deployment information -->
<PARAM name="cmsNum" value="1"/>
<PARAM name="cmServerPortBase" value="15000"/>
<PARAM name="cmServerListenlp1" value="192.168.0.1,192.168.0.2,192.168.0.3,192.168.0.4" />
<PARAM name="cmServerHalp1" value="192.168.0.1,192.168.0.2,192.168.0.3,192.168.0.4" />
<PARAM name="cmServerlevel" value="1"/>
<PARAM name="cmServerRelation"

value="node1_hostname,node2_hostname,node3_hostname,node4_hostname"/>

<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
<!--dn-->
<PARAM name="dataNum" value="1"/>
<PARAM name="dataPortBase" value="15400"/>
<PARAM name="dataNode1" value="/opt/huawei/install/data/dn,node2_hostname,/opt/huawei/install/

data/dn,node3_hostname,/opt/huawei/install/data/dn,node4_hostname,/opt/huawei/install/data/dn"/>

<PARAM name="dataNode1_syncNum" value="0"/>
</DEVICE>

<!l-- Node deployment information on node2. The value of name is the host name. -->
<DEVICE sn="node2_hostname">

<PARAM name="name" value="node2_hostname"/>

<PARAM name="azName" value="AZ1"/>

<PARAM name="azPriority" value="1"/>

<!l-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->

<PARAM name="backlp1" value="192.168.0.2"/>

<PARAM name="sshlp1" value="192.168.0.2"/>

<l--cm -->

<PARAM name="cmServerPortStandby" value="15000"/>

<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>

</DEVICE>

<!l-- Node deployment information on node3. The value of name is the host name. -->
<DEVICE sn="node3_hostname">
<PARAM name="name" value="node3_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<!l-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
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<PARAM name="backlp1" value="192.168.0.3"/>

<PARAM name="sshlp1" value="192.168.0.3"/>

<l--cm -->

<PARAM name="cmServerPortStandby" value="15000"/>

<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
</DEVICE>

<I-- Node deployment information on node4. The value of name is the host name. -->
<DEVICE sn="node4_hostname">
<PARAM name="name" value="node4_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.4"/>
<PARAM name="sship1" value="192.168.0.4"/>
<l--cm -->
<PARAM name="cmServerPortStandby" value="15000"/>
<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
</DEVICE>
</DEVICELIST>
</ROOT>

Configuration File for One Primary and Four Standbys

<?xml version="1.0" encoding="UTF-8"?>
<ROOT>

<CLUSTER>
<PARAM name="clusterName" value="Cluster_template" />
<PARAM name="nodeNames"
value="node1_hostname,node2_hostname,node3_hostname,node4_hostname,node5_hostname" />

<PARAM name="gaussdbAppPath" value="/opt/huawei/install/app" />

<PARAM name="gaussdbLogPath" value="/var/log/omm" />

<PARAM name="tmpMppdbPath" value="/opt/huawei/tmp"/>

<PARAM name="gaussdbToolPath" value="/opt/huawei/install/om" />

<PARAM name="corePath" value="/opt/huawei/corefile"/>

<PARAM name="backlp1s" value="192.168.0.1,192.168.0.2,192.168.0.3,192.168.0.4,192.168.0.5" />

</CLUSTER>

<DEVICELIST>
<!-- Information about node deployment on node1 -->
<DEVICE sn="node1_hostname">
<PARAM name="name" value="node1_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<!l-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.1"/>
<PARAM name="sshlp1" value="192.168.0.1"/>
<l-- CM node deployment information -->
<PARAM name="cmsNum" value="1"/>
<PARAM name="cmServerPortBase" value="15000"/>
<PARAM name="cmServerListenlp1"
value="192.168.0.1,192.168.0.2,192.168.0.3,192.168.0.4,192.168.0.5" />
<PARAM name="cmServerHalp1"
value="192.168.0.1,192.168.0.2,192.168.0.3,192.168.0.4,192.168.0.5" />
<PARAM name="cmServerlevel" value="1"/>
<PARAM name="cmServerRelation"
value="node1_hostname,node2_hostname,node3_hostname,node4_hostname,node5_hostname"/>
<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
<l--dn-->
<PARAM name="dataNum" value="1"/>
<PARAM name="dataPortBase" value="15400"/>
<PARAM name="dataNode1" value="/opt/huawei/install/data/dn,node2_hostname,/opt/huawei/install/
data/dn,node3_hostname,/opt/huawei/install/data/dn,node4_hostname,/opt/huawei/install/data/
dn,node5_hostname,/opt/huawei/install/data/dn"/>
<PARAM name="dataNode1_syncNum" value="0"/>
</DEVICE>
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<I-- Node deployment information on node2. The value of name is the host name. -->
<DEVICE sn="node2_hostname">
<PARAM name="name" value="node2_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.2"/>
<PARAM name="sship1" value="192.168.0.2"/>
<l--cm -->
<PARAM name="cmServerPortStandby" value="15000"/>
<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
</DEVICE>

<I-- Node deployment information on node3. The value of name is the host name. -->
<DEVICE sn="node3_hostname">
<PARAM name="name" value="node3_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.3"/>
<PARAM name="sship1" value="192.168.0.3"/>
<l--cm -->
<PARAM name="cmServerPortStandby" value="15000"/>
<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
</DEVICE>

<I-- Node deployment information on node4. The value of name is the host name. -->
<DEVICE sn="node4_hostname">
<PARAM name="name" value="node4_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.4"/>
<PARAM name="sship1" value="192.168.0.4"/>
<l--cm -->
<PARAM name="cmServerPortStandby" value="15000"/>
<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
</DEVICE>

<I-- Node deployment information on node5. The value of name is the host name. -->
<DEVICE sn="node5_hostname">
<PARAM name="name" value="node5_hostname"/>
<PARAM name="azName" value="AZ1"/>
<PARAM name="azPriority" value="1"/>
<I-- If only one NIC is available for the server, set backIP1 and sshIP1 to the same IP address. -->
<PARAM name="backlp1" value="192.168.0.5"/>
<PARAM name="sship1" value="192.168.0.5"/>
<l--cm -->
<PARAM name="cmServerPortStandby" value="15000"/>
<PARAM name="cmDir" value="/opt/huawei/data/cmserver"/>
</DEVICE>
</DEVICELIST>
</ROOT>

2.2.2 Initializing the Installation Environment

To ensure the correct installation of the openGauss, you need to configure the
host environment first.

2.2.2.1 Creating the Required User Account and Configuring the Installation
Environment

After the openGauss configuration file is created, you need to run the
gs_preinstall script to prepare the account and environment so that you can
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Prerequisites

Precautions

Procedure

Step 1

Step 2

Step 3

perform openGauss installation and management operations with the minimum
permission, ensuring system security.

Executing the gs_preinstall script enables the system to automatically complete
the following installation preparations:

e Sets kernel parameters for the SUSE Linux OS to improve server load
performance. The kernel parameters directly affect database running status.
Reconfigure them only when necessary. For details about the Linux OS kernel
parameter settings in openGauss, see 2.2.2.3 Configuring OS Parameters.

e Automatically copies the openGauss configuration files and installation
packages to the same directory on each openGauss host.

e If the installation user and user group of the openGauss do not exist, the
system automatically creates them.

e Reads the directory information in the openGauss configuration file, creates
the directory, and grants the directory permission to the installation user.

e You have completed all the tasks described in 2.1 Preparing for Installation.

e You must check the upper-layer directory permissions to ensure that the user
has the read, write, and execution permissions on the installation package
and configuration file directory.

e The mapping between each host name and IP address in the XML
configuration file must be correct.

e  Only user root is authorized to run the gs_preinstall command.

Log in to any host where the openGauss is to be installed as user root and create
a directory for storing the installation package as planned.

mkdir -p /opt/software/openGauss
chmod 755 -R /opt/software

(1 NOTE

e Do not create the directory in the home directory or subdirectory of any openGauss user
because you may lack permissions for such directories.

e The openGauss user must have the read and write permissions on the /opt/software/
openGauss directory.

Upload the software package openGauss-x.x.x-openEuler-64bit-all.tar.gz and the
configuration file cluster_config.xml to the created directory.

Go to the directory for storing the uploaded software package and decompress
openGauss-x.x.x-openEuler-64bit-all.tar.gz. After the installation package is
decompressed, the OM and Server installation packages are generated. After the
OM installation package is decompressed, the script subdirectory is automatically
generated in /opt/software/openGauss. OM tool scripts such as gs_preinstall are
generated in the script subdirectory.
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cd /opt/software/openGauss
tar -zxvf openGauss-x.x.x-openEuler-64bit-all.tar.gz
tar -zxvf openGauss-x.x.x-openEuler-64bit-om.tar.gz

(11 NOTE

e When you execute the gs_preinstall script, plan the directory for storing the openGauss
configuration file, directory for storing software packages, installation directories of
programs, and directories of instance data. Common users cannot change the directories
after the directories are specified.

e When you execute the gs_preinstall script to prepare the installation environment, the
script automatically copies the openGauss configuration file and decompressed
installation package to the same directory on other servers.

e Before executing gs_preinstall and establishing mutual trust, check whether the /etc/
profile file contains error information. If it does, manually rectify the error.

Step 4 Go to the directory for storing tool scripts.

cd /opt/software/openGauss/script

Step 5 For openEuler, run the following command to open the gspylib/common/
CheckPythonVersion.py file and change if not pythonVersion = = (3, 6): to if
not pythonVersion > = (3, 6):. Press Esc to enter the command mode, and run
the :wg command to save the modification and exit.

vi gspylib/common/CheckPythonVersion.py

Step 6 If the openEuler operating system is used, run the following command to open the
performance.sh file, comment out sysctl -w vm.min_free_kbytes=112640
&> /dev/null using the number sign (#), press Esc to enter the command mode,
and run the **:wqg** command to save the modification and exit.
vi /etc/profile.d/performance.sh

Step 7 To ensure successful installation, run the following command to check whether
the values of hostname and /etc/hostname are the same. During preinstallation,
the host name is checked.

Step 8 Execute gs_preinstall to configure the installation environment. If the shared
environment is used, add the --sep-env-file=ENVFILE parameter to separate
environment variables to avoid mutual impact with other users. The environment
variable separation file path is specified by users, which can points to an empty
file.

e Execute gs_preinstall in interactive mode. During the execution, the mutual
trust between users root and between openGauss users is automatically
established.

./gs_preinstall -U omm -G dbgrp -X /opt/software/openGauss/cluster_config.xml

omm is the database administrator (also the OS user running the
openGauss), dbgrp is the group name of the OS user running the openGauss,
and /opt/software/openGauss/cluster_config.xml is the path of the
openGauss configuration file. During the execution, you need to determine
whether to establish mutual trust as prompted and enter the password of the
OS user root or the user omm.

e If the mutual trust between users root cannot be created, create the omm
user, perform local preinstallation on each host, and manually create the
mutual trust between openGauss users. If the -L parameter is specified during
preinstallation, manually write the mapping between the host names and IP
addresses of all nodes to the /etc/hosts file of each host before
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Examples

preinstallation, add #Gauss OM IP Hosts Mapping to the end of each

mapping.

a. Run the following command to configure the installation environment:

cd /opt/software/openGauss/script

./gs_preinstall -U omm -G dbgrp -L -X /opt/software/openGauss/cluster_config.xml

(11 NOTE

You need to run this command on each host.
e Execute gs_preinstall in non-interactive mode.

a. Manually establish mutual trust between users root and between
openGauss users by following the instructions provided in 2.2.2.2

Establishing Mutual Trust Manually.

b. Run the following command to configure the installation environment:

cd /opt/software/openGauss/script

./gs_preinstall -U omm -G dbgrp -X /opt/software/openGauss/cluster_config.xml --non-

interactive

(11 NOTE

® |n this mode, ensure that mutual trust has been established between users
root and between openGauss users on each node before executing

gs_preinstall.

®  The mutual trust established between users root may incur security risks. You
are advised to delete the mutual trust between users root immediately after

the installation is complete.

--—-End

Execute the gs_preinstall script.

plat1:/opt/software/openGauss/script # ./gs_preinstall -U omm -G dbgrp -X /opt/software/openGauss/

cluster_config.xml

Parsing the configuration file.

Successfully parsed the configuration file.

Installing the tools on the local node.

Successfully installed the tools on the local node.

Are you sure you want to create trust for root (yes/no)? yes
Please enter password for root.

Password:

Creating SSH trust for the root permission user.
Checking network information.

All nodes in the network are Normal.

Successfully checked network information.

Creating SSH trust.

Creating the local key file.

Successfully created the local key files.

Appending local ID to authorized_keys.

Successfully appended local ID to authorized_keys.
Updating the known_hosts file.

Successfully updated the known_hosts file.
Appending authorized_key on the remote node.
Successfully appended authorized_key on all remote node.
Checking common authentication file content.
Successfully checked common authentication content.
Distributing SSH trust file to all node.

Successfully distributed SSH trust file to all node.
Verifying SSH trust on all hosts.

Successfully verified SSH trust on all hosts.
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Successfully created SSH trust.

Successfully created SSH trust for the root permission user.
Setting pssh path

Successfully set core path.

Distributing package.

Begin to distribute package to tool path.

Successfully distribute package to tool path.

Begin to distribute package to package path.

Successfully distribute package to package path.
Successfully distributed package.

Are you sure you want to create the user[omm] and create trust for it (yes/no)? yes

Please enter password for cluster user.
Password:

Please enter password for cluster user again.
Password:

Successfully created [omm] user on all nodes.
Preparing SSH service.

Successfully prepared SSH service.

Installing the tools in the cluster.

Successfully installed the tools in the cluster.
Checking hostname mapping.

Successfully checked hostname mapping.
Creating SSH trust for [omm] user.

Checking network information.

All nodes in the network are Normal.
Successfully checked network information.
Creating SSH trust.

Creating the local key file.

Successfully created the local key files.
Appending local ID to authorized_keys.
Successfully appended local ID to authorized_keys.
Updating the known_hosts file.

Successfully updated the known_hosts file.
Appending authorized_key on the remote node.
Successfully appended authorized_key on all remote node.
Checking common authentication file content.
Successfully checked common authentication content.
Distributing SSH trust file to all node.
Successfully distributed SSH trust file to all node.
Verifying SSH trust on all hosts.

Successfully verified SSH trust on all hosts.
Successfully created SSH trust.

Successfully created SSH trust for [omm] user.
Checking OS software.

Successfully check os software.

Checking OS version.

Successfully checked OS version.

Creating cluster's path.

Successfully created cluster's path.

Set and check OS parameter.

Setting OS parameters.

Successfully set OS parameters.

Preparing CRON service.

Successfully prepared CRON service.

Setting user environmental variables.
Successfully set user environmental variables.
Setting the dynamic link library.

Successfully set the dynamic link library.
Setting Core file

Successfully set core path.

Setting pssh path

Successfully set pssh path.

Set ARM Optimization.

No need to set ARM Optimization.

Fixing server package owner.

Setting finish flag.

Successfully set finish flag.

Preinstallation succeeded.
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If the passwords of the user root on the primary and standby nodes are different
and cannot be changed to the same value, run the gs_preinstall script in local
installation mode.

plat1:/opt/software/openGauss/script # ./gs_preinstall -U omm -G dbgrp -L -X /opt/software/openGauss/
cluster_config.xml

Parsing the configuration file.

Successfully parsed the configuration file.

Installing the tools on the local node.

Successfully installed the tools on the local node.
Checking OS version.

Successfully checked OS version.

Creating cluster's path.

Successfully created cluster's path.

Set and check OS parameter.

Setting OS parameters.

Successfully set OS parameters.

Warning: Installation environment contains some warning messages.
Please get more details by "/home/package/r8c00/script/gs_checkos -i A -h SIA1000068990".
Set and check OS parameter completed.

Preparing CRON service.

Successfully prepared CRON service.

Preparing SSH service.

Successfully prepared SSH service.

Setting user environmental variables.

Successfully set user environmental variables.
Configuring alarms on the cluster nodes.
Successfully configured alarms on the cluster nodes.
Setting the dynamic link library.

Successfully set the dynamic link library.

Setting Cgroup.

Successfully set Cgroup.

Setting finish flag.

Successfully set finish flag.

Preinstallation succeeded.

Execute gs_preinstall in non-interactive mode.

plat1:/opt/software/openGauss/script # ./gs_preinstall -U omm -G dbgrp -X /opt/software/openGauss/
cluster_config.xml --non-interactive

Parsing the configuration file.

Successfully parsed the configuration file.
Installing the tools on the local node.
Successfully installed the tools on the local node.
Distributing package.

Begin to distribute package to tool path.
Successfully distribute package to tool path.
Begin to distribute package to package path.
Successfully distribute package to package path.
Successfully distributed package.

Installing the tools in the cluster.

Successfully installed the tools in the cluster.
Checking hostname mapping.

Successfully checked hostname mapping.
Checking OS version.

Successfully checked OS version.

Creating cluster's path.

Successfully created cluster's path.

Set and check OS parameter.

Setting OS parameters.

Successfully set OS parameters.

Set and check OS parameter completed.
Preparing CRON service.

Successfully prepared CRON service.
Preparing SSH service.

Successfully prepared SSH service.

Setting user environmental variables.
Successfully set user environmental variables.
Configuring alarms on the cluster nodes.
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Successfully configured alarms on the cluster nodes.
Setting the dynamic link library.

Successfully set the dynamic link library.

Setting Cgroup.

Successfully set Cgroup.

Set ARM Optimization.

Successfully set ARM Optimization.

Setting finish flag.

Successfully set finish flag.

Preinstallation succeeded.

Troubleshooting

If configuring the installation environment fails, obtain the gs_preinstall-YYYY-
MM-DD_HHMMSS.log and gs_local-YYYY-MM-DD_HHMMSS.log files from the
SGAUSSLOG/om directory for storing openGauss logs. Then, locate the problem
based on the log information. For example, if the path specified by the
gaussdbLogPath parameter in the configuration file is /var/log/gaussdb, the
SGAUSSLOG/om path is /var/log/gaussdb/omm/om, and the omm user is the
user running openGauss.

NOTICE

While the installation user and environment is prepared, user root is used to add
scheduled tasks for routine inspection and reporting.

2.2.2.2 Establishing Mutual Trust Manually

Prerequisites

During the openGauss installation, you need to perform operations such as
running commands and transferring files between hosts in openGauss. Establish
mutual trust among the hosts before installing the cluster as a common user.
During the execution of the pre-installation script, establish mutual trust between
users root, then create a common user account, and finally establish mutual trust
between common users.

NOTICE

The mutual trust between users root may incur security risks. You are advised to
delete the mutual trust between users root after the installation is complete.

e The SSH service has been enabled.
e You have verified that SSH ports will not be disabled by firewalls.

e Each host name and IP address have been correctly configured in the XML
file.

e Communication among all the hosts is normal.

e If the mutual trust is to be established for common users, the same user
needs to be created and password set on each host.

e [f the SELinux service is installed and has been started on each host, ensure
that the security context of the froot directory is set to the default value
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system_u:object_r:admin_home_t:s0 and that of the /home directory is set
to the default value system_u:object_r:home_root_t:s0, or disable the
SELinux service.

To check the SELinux status, run the getenforce command. If the command
output is Enforcing, SELinux is installed and has been enabled.

To check the security contexts of the directories, run the following commands:
Is -ldZ /root | awk '{print $4}'

Is -ldZ /home | awk '{print $4}'

To restore the security contexts of the directories, run the following
commands:

restorecon -r -vv /home/
restorecon -r -vv /root/

Establishing Mutual Trust Using a Script

Establishing a mutual trust relationship using a script has the following impacts:

The /etc/hosts file may be modified. Back up the /etc/hosts file before using
the script to establish mutual trust.

The script deletes the existing .ssh file directory. If you want to retain the
mutual trust relationship established between nodes, use the method
described in Establishing Mutual Trust Manually.

Step 1 Create the file for executing the mutual trust script, and add the IP addresses of
all the hosts in the openGauss to the file.

plat1:/opt/software/openGauss> vim hostfile
192.168.0.1
192.168.0.2
192.168.0.3

Step 2 Execute the script as the user who needs to establish mutual trust with the hosts.
plat1:/opt/software/openGauss/script# ./gs_sshexkey -f /opt/software/hostfile

The /opt/software/hostfile file contains a list of the hosts. The list provides the IP
addresses of all the hosts among which mutual trust needs to be established.

----End

Establishing Mutual Trust Manually

If the passwords of user root on the hosts in the openGauss are different, the
gs_preinstall script cannot be used to establish mutual trust. In this case,
manually establish mutual trust.

(11 NOTE

The following files are generated during establishment of mutual trust: authorized_keys,
id_rsa, id_rsa.pub, and known_hosts. Do not delete or corrupt the files.

The procedure of manually establishing mutual trust is as follows (plat1, plat2,
and plat3 are host names):

Step 1 Generate a licensed file for user root on any host (referred to as the local host).
Host plat1 is used as an example.

1.

Generate a key.
ssh-keygen -t rsa
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The following is an example:
plat1:~ # ssh-keygen -t rsa
Generating public/private rsa key pair.
Enter file in which to save the key (/root/.ssh/id_rsa):
Created directory '/root/.ssh'.
Enter passphrase (empty for no passphrase):
Enter same passphrase again:
Your identification has been saved in /root/.ssh/id_rsa.
Your public key has been saved in /root/.ssh/id_rsa.pub.
The key fingerprint is:
d5:35:46:33:27:22:09:f0:1e:12:a7:87:fa:33:3f:ab root@plat1
The key's randomart image is:
+--[ RSA 2048]----+

0.0....0 |

* .0 + * |
++.. |
.+0 |

|

|

|

|

|

[ .
|+
|

|

1

2. Generate the licensed file.
cat .ssh/id_rsa.pub >> ~/.ssh/authorized_keys
The following is an example:
plat1:~ # cat ~/.ssh/id_rsa.pub >> ~/.ssh/authorized_keys

Step 2 Obtain the public keys of all the hosts among which mutual trust needs to be
established, and write the public keys into the known_hosts file on the local host.
This step needs to be performed on the host where Step 1 is performed. You need
to obtain the public keys of the plat1, plat2, and plat3 hosts.

1. Obtain the public key of host plat1, and write the public key into the

known_hosts file on the local host.
ssh-keyscan -t rsa plat1 >> ~/.ssh/known_hosts

The following is an example:
plat1:~ # ssh-keyscan -t rsa plat1 >> ~/.ssh/known_hosts
# plat1 SSH-2.0-OpenSSH_5.1

2. Obtain the public key of host plat2, and write the public key into the
known_hosts file on the local host.
ssh-keyscan -t rsa plat2 >> ~/.ssh/known_hosts

The following is an example:
plat1:~ # ssh-keyscan -t rsa plat2 >> ~/.ssh/known_hosts
# plat2 SSH-2.0-OpenSSH_5.1

3. Obtain the public key of host plat3, and write the public key into the
known_hosts file on the local host.
ssh-keyscan -t rsa plat3 >> ~/.ssh/known_hosts

The following is an example:
plat1:~ # ssh-keyscan -t rsa plat3 >> ~/.ssh/known_hosts
# plat3 SSH-2.0-OpenSSH_5.1
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Step 3

Step 4

(11 NOTE

- After being accepted, the public key of a remote host will be saved in the
SHOME/.ssh/known_hosts file on the local host. When connecting to the remote
host next time, the system can recognize that the public key of the remote host
has been saved on the local host and then skip alarms.

- If the known_hosts file is deleted from the local host, the mutual trust between
the local and remote hosts remains valid, but alarms will be reported. To prevent
such alarms, set the StrictHostKeyChecking parameter in the /etc/ssh/ssh_config
file to no.

Send the known_hosts file to all the other hosts except the local host. In this
example, send the known_hosts file on host plat1 to hosts plat2 and plat3.

1. Send the known_hosts file to host plat2. When Password: is displayed, enter
the password for logging in to host plat2.

scp -r ~/.ssh plat2:~
The following is an example:

plat1:~ # scp -r ~/.ssh plat2:~

Password:

authorized_keys 100% 796 0.8KB/s 00:00
id_rsa 100% 1675 1.6KB/s 00:00
id_rsa.pub 100% 398 0.4KB/s 00:00
known_hosts 100% 1089 1.1KB/s 00:00

2. Send the known_hosts file to host plat3. When Password: is displayed, enter
the password for logging in to host plat3.

scp -r ~/.ssh plat3:~
The following is an example:

plat1:~ # scp -r ~/.ssh plat3:~

Password:

authorized_keys 100% 796 0.8KB/s 00:00
id_rsa 100% 1675 1.6KB/s 00:00
id_rsa.pub 100% 398 0.4KB/s 00:00
known_hosts 100% 1089 1.1KB/s 00:00

Run the ssh Host name command to check whether mutual trust has been
successfully established. Then, enter exit.

platl:~ # ssh plat2

Last login: Sat Jun 20 14:01:07 2020
plat2:~ # exit

logout

Connection to plat2 closed.

platl:~ #

(11 NOTE

If there are more than three hosts, the procedure of manually establishing mutual trust
between the hosts is similar to the one in this section. Assume that the host names are
plat1, plat2, plat3, ... Firstly, generate a licensed file for user root on host plat1 (referred
to as the local host). Secondly, obtain the public keys of all the hosts (plat1, plat2,

plat3, ...) between which mutual trust needs to be established, and write the public keys to
the known_hosts file on the local host. Thirdly, send the file from the local host to all the
other hosts (plat2, plat3, ...). Finally, verify that mutual trust has been successfully
established.

--—-End
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Deleting Mutual Trust Between Users root

Step 1

Step 2

Examples

The mutual trust established between users root may incur security risks. You are

advised to delete the mutual trust between users root immediately after the
installation is complete.

Delete the mutual trust file /root/.ssh from each openGauss database node.

rm —rf ~/.ssh

Check whether the mutual trust is successfully deleted. If the host names cannot

be reached from each other through SSH and a mutual trust failure message is
displayed, the mutual trust is successfully deleted.

plat1:~ # ssh plat2
he authenticity of host ' plssat2 (plat2)' can't be established.

ECDSA key fingerprint is
SHA256:Q4DPRedFytsjsISKf412IHKuzVw4prg3blIUCNVKIa7M.

ECDSA key fingerprint is MD5:e2:77:6c:aa:4c:43:5f:f2:c4:58:ec:d5:53:de:7c:fc.
Are you sure you want to continue connecting (yes/no)?

--—-End

The following is an example describing how to establish mutual trust between
users root:

plat1:~ # gs_sshexkey -f /opt/software/hostfile -W Gauss_723
Checking network information.

All nodes in the network are Normal.

Successfully checked network information.

Creating SSH trust.

Creating the local key file.

Successfully created the local key files.

Appending local ID to authorized_keys.

Successfully appended local ID to authorized_keys.
Updating the known_hosts file.

Successfully updated the known_hosts file.

Appending authorized_key on the remote node.
Successfully appended authorized_key on all remote node.
Checking common authentication file content.
Successfully checked common authentication content.
Distributing SSH trust file to all node.

Successfully distributed SSH trust file to all node.
Verifying SSH trust on all hosts.

Successfully verified SSH trust on all hosts.

Successfully created SSH trust.

The following is an example describing how to establish mutual trust between
common users:

gaussdb@plat1:~ > gs_sshexkey -f /opt/software/hostfile -W Gauss 723
Checking network information.

All nodes in the network are Normal.

Successfully checked network information.

Creating SSH trust.

Creating the local key file.

Successfully created the local key files.

Appending local ID to authorized_keys.
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Successfully appended local ID to authorized_keys.
Updating the known_hosts file.

Successfully updated the known_hosts file.
Appending authorized_key on the remote node.
Successfully appended authorized_key on all remote node.
Checking common authentication file content.
Successfully checked common authentication content.
Distributing SSH trust file to all node.

Successfully distributed SSH trust file to all node.
Verifying SSH trust on all hosts.

Successfully verified SSH trust on all hosts.
Successfully created SSH trust.

The following is an example describing how to establish mutual trust in security
mode. This mode is recommended. Users need to manually enter their passwords
as prompted.

plat1:~ # gs_sshexkey -f /opt/software/hostfile
Please enter password for current user[root].
Password:

Checking network information.

All nodes in the network are Normal.

Successfully checked network information.
Creating SSH trust.

Creating the local key file.

Appending local ID to authorized_keys.
Successfully appended local ID to authorized_keys.
Updating the known_hosts file.

Successfully updated the known_hosts file.
Appending authorized_key on the remote node.
Successfully appended authorized_key on all remote node.
Checking common authentication file content.
Successfully checked common authentication content.
Distributing SSH trust file to all node.

Successfully distributed SSH trust file to all node.
Verifying SSH trust on all hosts.

Successfully verified SSH trust on all hosts.
Successfully created SSH trust.

2.2.2.3 Configuring OS Parameters

Step 1
Step 2

Step 3

openGauss requires that the OS parameters on every host be set to specified
values to ensure system running performance.

Some of these parameters are set during the openGauss installation environment
preparation phase, and these parameters directly affect the running status of the
openGauss. You need to manually adjust these parameters only when necessary.
You can use the following methods:

Log in to a server as user root.
Modify the /etc/sysctl.conf file.
For details about how to modify parameters, see OS Parameters.

Run the following command to make the modifications take effect:
sysctl -p

--—-End
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OS Parameters

Table 2-12 OS parameters

Parameter

Description

Automati
cally Set
by Scripts
During
Pre-
Installatio
n

Recomm
ended
Value

net.ipv4.tcp_ma
x_tw_buckets

Specifies the maximum number of
TCP/IP connections concurrently
remaining in the TIME_WAIT state. If
the number of TCP/IP connections
concurrently remaining in the
TIME_WAIT state exceeds the value
of this parameter, the TCP/IP
connections in the TIME_WAIT state
will be released immediately, and
alarm information will be printed.

Yes

10000

net.ipv4.tcp_tw_
reuse

Reuses sockets whose status is TIME-
WAIT for new TCP connections.

e 0: This function is disabled.
e 1: This function is enabled.

Yes

net.ipv4.tcp_tw_
recycle

Rapidly reclaims sockets whose
status is TIME-WAIT in TCP
connections.

e 0: This function is disabled.
e 1: This function is enabled.

Yes

net.ipv4.tcp_kee
palive_time

Specifies how often keep-alive
messages are sent through TCP
connections when Keep-Alive is
enabled.

Yes

30

net.ipv4.tcp_kee
palive_probes

Specifies the number of keep-alive
detection packets sent through a TCP
connection before the connection is
regarded invalid. The product of the
parameter value multiplied by the
value of the tcp_keepalive_intvl
parameter determines the response
timeout after a keep-alive message is
sent through a connection.

Yes

net.ipvd.tcp_kee
palive_intvl

Specifies how often a detection
packet is re-sent when the previous
packets are not acknowledged.

Yes

30
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Parameter

Description

Automati
cally Set
by Scripts
During
Pre-
Installatio
n

Recomm
ended
Value

net.ipv4.tcp_retr
ies1

Specifies the maximum TCP
reattempts during the connection
establishment process.

No

net.ipv4.tcp_syn
_retries

Specifies the maximum SYN packet
reattempts in the TCP.

No

net.ipv4.tcp_syn
ack_retries

Specifies the maximum SYN response
packet reattempts in the TCP.

No

net.ipv4.tcp_retr
ies2

Specifies the number of times that
the kernel re-sends data to a
connected remote host. A smaller
value leads to earlier detection of an
invalid connection to the remote
host, and the server can quickly
release this connection.

If "connection reset by peer" is
displayed, increase the value of this
parameter to avoid the problem.

Yes

12

vm.overcommit
_memory

Specifies the kernel check method
during memory allocation.

e 0: The system accurately
calculates the current available
memory.

e 1: The system returns a success
message without a kernel check.

e 2: The system returns a failure
message if the memory size you
have applied for exceeds the
result of the following formula:
Total memory size x Value of
vm.overcommit_ratio/100 + Total
SWAP size.

The default value is 2, which is too
conservative. The recommended
value is 0. If memory usage is high,
set this parameter to 1.

Yes

net.ipv4.tcp_rm
em

Specifies the free memory in the TCP
receiver buffer. Three memory size
ranges in the unit of page are
provided: min, default, and max.

Yes

8192
250000
1677721
6
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Parameter Description Automati | Recomm
cally Set | ended
by Scripts | Value
During
Pre-

Installatio
n
net.ipvd.tcp_wm | Specifies the free memory in the TCP | Yes 8192
em sender buffer. Three memory size 250000
ranges in the unit of page are 1677721
provided: min, default, and max. 6

net.core.wmem | Specifies the maximum size of the Yes 2129920

_max socket sender buffer. 0

net.core.rmem_ | Specifies the maximum size of the Yes 2129920

max socket receiver buffer. 0

net.core.wmem | Specifies the default size of the Yes 2129920

_default socket sender buffer. 0

net.core.rmem_ | Specifies the default size of the Yes 2129920

default socket receiver buffer. 0

net.ipv4.ip_local | Specifies the range of temporary No 26000-6

_port_range ports that can be used by a physical 5535

server.

kernel.sem Specifies the kernel semaphore. Yes 250

6400000
1000
25600
vm.min_free_kb | Specifies the minimum free physical | Yes 5% of
ytes memory reserved for unexpected the total
page breaks. system
memory
net.core.somaxc | Specifies the maximum length of the | Yes 65535
onn listening queue of each port. This is a
global parameter.

net.ipvd.tcp_syn | Specifies whether to enable SYN Yes 1

cookies cookies to guard the OS against SYN
attacks when the SYN waiting queue
overflows.
e 0: The SYN cookies are disabled.
e 1: The SYN cookies are enabled.

Issue 01 (2022-03-31) Copyright © Huawei Technologies Co., Ltd. 39



openGauss
Installation Guide

2 Enterprise Edition Installation Process

Parameter

Description

Automati
cally Set
by Scripts
During
Pre-
Installatio
n

Recomm
ended
Value

net.core.netdev
_max_backlog

Specifies the maximum number of
data packets that can be sent to the
gueue when the rate at which the
network device receives data packets
is higher than that at which the
kernel processes the data packets.

Yes

65535

net.ipv4.tcp_ma
x_syn_backlog

Specifies the maximum number of
unacknowledged connection requests
to be recorded.

Yes

65535

net.ipv4.tcp_fin_

timeout

Specifies the default timeout
duration.

No

60

kernel.shmall

Specifies the total shared free
memory of the kernel.

Yes

1152921
5046068
46720

kernel.shmmax

Specifies the maximum value of a
shared memory segment.

Yes

1844674
4073709
551615

net.ipv4.tcp_sac
k

Specifies whether selective
acknowledgment is enabled. The
selective acknowledgment on out-of-
order packets can increase system
performance. Restricting users to
sending only lost packets (for wide
area networks) should be enabled,
but this will increase CPU usage.

e 0: This function is disabled.
e 1: This function is enabled.

No

1

net.ipv4.tcp_tim
estamps

Specifies whether the TCP timestamp
(12 bytes are added in the TCP
packet header) enables a more
accurate RTT calculation than the
retransmission timeout (for details,
see RFC 1323) for better
performance.

e 0: This function is disabled.
e 1: This function is enabled.

No
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Parameter

Description

Automati
cally Set
by Scripts
During
Pre-
Installatio
n

Recomm
ended
Value

vm.extfrag_thre

shold

When system memory is insufficient,
Linux will score the current system
memory fragments. If the score is
higher than the value of
vm.extfrag_threshold, kswapd
triggers memory compaction. When
the value of this parameter is close
to 1000, the system tends to swap
out old pages when processing
memory fragments to meet the
application requirements. When the
value of this parameter is close to 0,
the system tends to do memory
compaction when processing
memory fragments.

No

500

vm.overcommit
_ratio

When the system uses the algorithms
where memory usage does not
exceed the thresholds, the total
memory address space of the system
cannot exceed the value of swap
+RAM multiplied by the percentage
specified by this parameter. When
the value of
vm.overcommit_memory is set to 2,
this parameter takes effect.

No

90

MTU

Specifies the maximum transmission
unit (MTU) for a node NIC. The
default value is 1500 in the OS. You
can set it to 8192 to improve the
data receiving and sending
performance.

No

8192

File System Parameters

soft nofile

Indicates the soft limit. The number of file handles used by a user can exceed
this parameter value. However, an alarm will be reported.

Recommended value: 1000000

hard nofile

Indicates the hard limit. The number of file handles used by a user cannot
exceed this parameter value.
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Recommended value: 1000000
e stack size

Indicates the thread stack size.

Recommended value: 3072

Setting the transparent_hugepage Service

By default, openGauss disables the transparent_hugepage service and this setting
is written into the OS startup file.

Setting File Handles

To manually set the number of file handles, run the following commands to
modify the involved parameters as user root:

echo "* soft nofile 1000000" >>/etc/security/limits.conf
echo "* hard nofile 1000000" >>/etc/security/limits.conf

After the modification is complete, restart the OS to make the setting take effect.

Table 2-13 Parameters for setting the number of file handles

Parameter | Description Automatically | Reco
Set by Scripts | mme
During Pre- nded
Installation Valu
e
* soft nofile | Specifies the soft limit on the number of | Yes 1000
file handles. For example, if this 000

parameter is set to 1000000, any user
can open a maximum of 1,000,000 files
regardless of how many shells are

enabled.
* hard Specifies the hard limit. The soft limit Yes 1000
nofile must be less than or equal to the hard 000
limit.

Setting the Maximum Number of Allowed Processes

To manually set the maximum number of allowed processes, run the following
command to open the configuration file:

vim /etc/security/limits.d/90-nproc.conf
Modify the * soft nproc parameter in the file.

After the modification is complete, restart the OS to make the setting take effect.
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Table 2-14 Setting the maximum number of allowed processes

Parameter | Description Automatically | Reco
Set by Scripts | mme
During Pre- nded
Installation Valu
e
* soft nproc | Specifies the maximum number of Yes unli
processes allowed per user. mite
d

Setting NIC Parameters

Table 2-15 Setting NIC parameters

Paramet | Description Automatically Set by Scripts | Recomm
er During Pre-Installation ended
Value
rx Specifies the receive Yes 4096
queue length for an
NIC.
tx Specifies the Yes 4096
transmission queue
length for an NIC.

NOTICE

e NIC parameters can be configured only for 10GE and larger service NICs, that
is, the NIC bound to backlp1.

e The commands for setting NIC parameters are written into the OS startup file
only after the parameters are successfully set. Information about command
execution failures is recorded in logs on the server.

2.2.3 Executing Installation

After the openGauss installation environment is prepared by executing the pre-
installation script, deploy openGauss based on the installation process.

Prerequisites

e You have successfully executed the gs_preinstall script. that is, you have
completed operations described in 2.2.2.1 Creating the Required User
Account and Configuring the Installation Environment.

e All the server OSs and networks are functioning properly.

e You have checked that the locale parameter for each server is set to the same
value.
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Procedure

Step 1 Check whether the installation package and openGauss configuration file exist in
the planned path. If they do not exist, perform the preinstallation again to ensure
that the preinstallation is successful, and then perform the following steps.

(11 NOTE

User omm must have the permission on the directory and subdirectories where the
installation package is stored.

Step 2 Log in to any host of the openGauss and switch to the omm user.
sSuU - omm

(11 NOTE

e omm indicates the user specified by the -U parameter in the gs_preinstall script.

e You need to execute the gs_install script as user omm specified in the gs_preinstall
script. Otherwise, an execution error will be reported.

e openGauss compiled on the HiSilicon chip of a later version cannot run on the server
with the HiSilicon chip of an earlier version. For example, the openGauss compiled on
the Hi1620 cannot run on the Hi1616 environment.

Step 3 Use gs_install to install the openGauss. If the database is installed in environment
variable separation mode, run the source command to obtain the environment
variable separation file ENVFILE.

gs_install -X /opt/software/openGauss/cluster_config.xml

/opt/software/openGauss/cluster_config.xml is the path of the openGauss
configuration file. During the execution, you need to enter the database user
password as prompted. The password must meet complexity requirements. To
ensure that you can use the database properly, remember the entered database
password.

The password must meet the following complexity requirements:

e Contain at least eight characters.

e Cannot be the same as the username, the current password (ALTER), or the
current password in an inverted sequence.

e Contain at least three of the following: uppercase characters (A to Z),
lowercase characters (a to z), digits (0 to 9), and other characters (limited to
~@#$%N&*()-_=+\[[{}];,<>/?).

The SSL certificate is generated during the installation. The certificate is stored in
{gaussdbAppPath}/share/sslcert/om, where {gaussdbAppPath}is the program
installation directory specified in the openGauss configuration file.

Two files are generated under the log file path: gs_install-YYYY-MM-
DD_HHMMSS.log and gs_local-YYYY-MM-DD_HHMMSS.log.
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(11 NOTE

e Character set names are case-insensitive, for example, the following values are

supported by openGauss: gbk and GBK; UTF-8, UTF8, utf8, and utf-8; and Latine1 and
latine1.

If no character set is specified during installation, the default character set SQL_ASCII is
used. To simplify and unify the locale, the default locale is C. If you want to specify
another character set and locale, use the --gsinit-parameter="--locale=LOCALE"
parameter during installation. The LOCALE parameter specifies the default locale for the
new database.

For example, to set the database encoding format to UTF-8, perform the following
steps:

Run the locale -a |grep utf8 command to check the locale that supports UTF-8
encoding:
omm@linux:~> locale -a|grep utf8

Information similar to the following is displayed, where en_US.utf8 indicates that the
en_US locale supports the UTF-8 encoding format.

en_SG.utf8
en_US.utf8

Select a locale as required, for example, en_US.utf8. Add the --locale=en_US.utf8
option when initializing the database for installation. The following is an example:

gs_install -X /opt/software/openGauss/cluster_config.xml --gsinit-parameter="--locale=en_US.utf8"

Step 4 After the installation is successful, manually delete the trust between users root
on the host, that is, delete the mutual trust file on each openGauss database

node.

rm -rf ~/.ssh

--—-End

Directories Generated After the Installation

Table 2-16 describes the directories generated after the installation and the files
in the directories.

Table 2-16 Directories generated after the installation

No. | Directory Directory | Subdirectory Remarks
Description
1 openGauss | /opt/ bin Stores binary files of
installation huawei/ the database.
directory install/ap
D etc Stores the
configuration file of
the Cgroup tool.
include Stores the header file
required for running
the database.
lib Stores library files of
the database.
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No. | Directory Directory | Subdirectory Remarks
Description
share Stores common files

required for database
running, such as the
configuration file

template.

2 openGauss Jopt/ data_dnxxx Stores database node
data huawei/ data. For the primary
directory install/ node, the directory

data/dn name is data_dnxxx.

For the standby node,
the directory name is
data_dnSxxx. xxx
indicates the database
node number.

3 openGauss /var/log/ | bin Stores logs of binary
log directory | omm/ programs.
username
gs_profile Stores database kernel
performance logs.
om Stores OM logs. For
example:

It contains logs for
executing some local
scripts, as well as
adding and deleting
database node
interfaces, gs_om
interfaces, pre-
installation interfaces,
and node replacement

interfaces.

pg_audit Stores database audit
logs.

pg_log Directory for storing

run logs of database
node instances.

4 openGauss /opt/ script Stores script files for
system tool | huawei/ openGauss users to
directory install/o manage openGauss.

m
lib Stores the library files

that the binaries in the
bin directory depend
on.
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No. | Directory Directory | Subdirectory Remarks
Description
5 openGauss Jopt/ - Stores temporary files.
temporary huawei/t
file directory | mp

Examples

Execute the installation.

omm@plat1:~> gs_install -X /opt/software/openGauss/cluster_config.xml
Parsing the configuration file.

Check preinstall on every node.

Successfully checked preinstall on every node.

Creating the backup directory.

Successfully created the backup directory.

begin deploy..

Installing the cluster.

begin prepare Install Cluster..

Checking the installation environment on all nodes.

begin install Cluster..

Installing applications on all nodes.

Successfully installed APP.

begin init Instance..

encrypt ciper and rand files for database.

Please enter password for database:

Please repeat for database:

begin to create CA cert files

The sslcert will be generated in /opt/gaussdb/cluster/app/share/sslcert/om
Cluster installation is completed.

Configuring.

Deleting instances from all nodes.

Successfully deleted instances from all nodes.

Checking node configuration on all nodes.

Initializing instances on all nodes.

Updating instance configuration on all nodes.

Check consistence of memCheck and coresCheck on DN nodes.
Successful check consistence of memCheck and coresCheck on all nodes.
Configuring pg_hba on all nodes.

Configuration is completed.

Successfully started cluster.

Successfully installed application.

Troubleshooting

If the installation fails, troubleshoot the problem based on logs in the gs_install-
YYYY-MM-DD_HHMMSS.log and gs_local-YYYY-MM-DD_HHMMSS.log files in
the openGauss log directory.

2.2.4 Initializing the Database

Use SQL to create a database.

L] NOTE
To ensure security, change the initial password of user omm after the first login.

When using an SQL statement to create a database, set the character set to GBK.

gsql -d postgres -p 26000
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openGauss=# CREATE DATABASE mydb WITH ENCODING 'GBK' template = template0;

Information similar to the following is displayed:

CREATE DATABASE

2.2.5 (Optional) Setting the Standby Node to Readable

Procedure

Step 1

Step 2

Step 3

Step 4

Readable standby node is an optional feature. You need to modify the
configuration parameters and restart the primary and standby nodes before using
this feature. After the readable standby node function is enabled, the standby
node is readable, meeting data consistency requirements.

If the openGauss database instance is running on the primary and standby nodes,
stop the database instance on both nodes.

Open the postgresql.conf configuration files of the primary and standby nodes,
find the corresponding parameters, and change the parameter values to
wal_level=hot_standby and hot_standby = on.

Set the max_standby_streaming_delay, max_prepared_transactions,
max_standby_archive_delay, hot_standby_feedback parameter as required by
referring to the parameter description in the Developer Guide.

After the modification, start the primary and standby nodes.

--—-End

2.3 Verifying the Installation

Prerequisites

Procedure
Step 1
Step 2

Step 3

Use the gs_om tool provided by openGauss to check the database status.

The openGauss database has been installed.

Log in to the server as user omm.

Run the following command to check whether the database is normal. If the value
of cluster_state is Normal, the database is running properly.
gs_om -t status

After the database is installed, a database named postgres is generated by
default. When connecting to a database for the first time, you can connect to this
database.

In the following command, postgres indicates the name of the database to be
connected, and 26000 indicates the port number of the primary database node,
that is, the value of dataPortBase in the XML configuration file. Replace the

values as required.
gsql -d postgres -p 26000
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If information similar to the following is displayed, the database is successfully
connected:

gsql ((openGauss x.x.x build 290d125f) compiled at 2021-03-08 02:59:43 commit 2143 last mr 131
Non-SSL connection (SSL connection is recommended when requiring high-security)

Type "help" for help.

--—-End
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Container-based Installation

This section describes how to install openGauss using Docker to facilitate
installation, configuration, and environment setting for DevOps users.

Supported Architectures and OSs
x86-64 CentOS 7.6

ARM64 openEuler 20.03 LTS

Preparations

Use the buildDockerlmage.sh script to build a Docker image. This script is a shell
script that is easy to use and provides MD5 check.

Creating an openGauss Docker Image
(1 NOTE

Before the installation, you need to provide the openGauss binary installation package.
After decompressing the package, place the package (openGauss-X. X X-
CentOS-64bit.tar.bz2) in the dockerfiles/<version> folder. The binary package can be
downloaded from https://opengauss.org/en/download.html. Ensure that the correct
yum source is available.

If the -i option is not specified when you run the buildDockerlmage.sh script, the MD5
check is performed by default. You need to manually write the check result to the
md>5_file_amdé4 file.

## Modify the MD5 verification file.

cd /soft/openGauss-server/docker/dockerfiles/1.0.1

md5sum openGauss-1.0.1-CentOS-64bit.tar.bz2

## Write the verification information to the verification file md5_file_amdé64.

echo "58b9a029719f2d9d32b7d619¢850735¢ openGauss-1.0.1-CentOS64bit.tar.bz2" >
md5_file_amd64

Before the installation, obtain the openEuler_aarch64.repo file from Huawei open-
source image website and save it to the openGauss-server-master/docker/dockerfiles/
1.0.1 folder. Run the following command to obtain the openEuler_aarch64.repo file.
wget -O openEuler_aarch64.repo https://mirrors.huaweicloud.com/repository/conf/
openeuler_aarch64.repo

Run the buildDockerlmage.sh script in the dockerfiles folder.

[root@ecs-complie dockerfiles]# ./buildDockerlmage.sh
Usage: buildDockerlmage.sh -v [version] [-i] [Docker build option]
Builds a Docker Image for openGauss
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Parameters:
-v: version to build
Choose one of: 1.0.0 1.0.1
-i ignores the MD5 checksums

LICENSE UPL 1.0

Environment Variables

To flexibly use an openGuass image, you can set additional parameters. In the
future, more control parameters will be added. The current version supports the
setting of the following variables:

GS_PASSWORD

This parameter is mandatory when the openGauss image is used. The value
cannot be empty or undefined. This parameter specifies the passwords of
superuser omm and test user gaussdb of the openGauss database. During the
openGauss installation, the superuser omm is created by default. This username
cannot be changed. The test user gaussdb is created in entrypoint.sh.

The local trust mechanism is configured for the openGauss image. Therefore, no
password is required for connecting to the database in the container. However, if
you want to connect to the database from other hosts or containers, you need to
enter the password.

Complexity requirements for openGauss password:

The password must contain at least eight characters, including uppercase letters,
lowercase letters, digits, and special characters (#?!1@$%/&*-). 1S& must be
escaped using a backslash (\).

GS_NODENAME
Specifies the database node name. The default value is gaussdb.
GS_USERNAME

Specifies the username for connecting to the database. The default value is
gaussdb.

GS_PORT

Specifies the database port. The default value is 5432.

Starting an Instance
$ docker run --name opengauss --privileged=true -d -e GS_PASSWORD=Enmo@123 opengauss:1.0.1

Connecting to the Database from the OS Layer

$ docker run --name opengauss --privileged=true -d -e GS_PASSWORD=Enmo@123 -p8888:5432 opengauss:
1.0.1
$ gsql -d postgres -U gaussdb -W'Enmo@123' -h your-host-ip -p8888

Data Persistence

$ docker run --name opengauss --privileged=true -d -e GS_PASSWORD=Enmo@123 -v /opengauss:/var/lib/
opengauss opengauss:1.0.1
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Uninstalling the openGauss

The process of uninstalling the openGauss includes uninstalling the openGauss
and clearing the environment of the openGauss server.

Executing Uninstallation

The openGauss provides an uninstallation script to help users uninstall the
openGauss.

Procedure

Step 1 Log in as the OS user omm to the primary node of the database.

Step 2 Execute the gs_uninstall script to uninstall the openGauss.
gs_uninstall --delete-data

Alternatively, locally uninstall each node of the openGauss.

gs_uninstall --delete-data -L

----End
Examples

Execute the gs_uninstall script to uninstall the openGauss.

gs_uninstall --delete-data

Checking uninstallation.
Successfully checked uninstallation.
Stopping the cluster.

Successfully stopped the cluster.
Successfully deleted instances.
Uninstalling application.
Successfully uninstalled application.
Uninstallation succeeded.

Execute the gs_uninstall script to perform single-node uninstallation.

gs_uninstall --delete-data

Checking uninstallation.
Successfully checked uninstallation.
Stopping the cluster.

Successfully stopped the cluster.
Successfully deleted instances.
Uninstalling application.
Successfully uninstalled application.
Uninstallation succeeded.
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Troubleshooting

If the uninstallation fails, locate faults by following the log information provided in
the $GAUSSLOG/om/gs_uninstall- YYYY-MM-DD_HHMMSS.log file.

Deleting Cluster Configurations

Step 1
Step 2

Step 3

Step 4

Step 5

After the openGauss is uninstalled, execute the gs_postuninstall script to delete
configurations from all servers in the openGauss if you do not need to re-deploy
the openGauss using these configurations. These configurations are made by the
gs_preinstall script.

Prerequisites

e The openGauss uninstallation task has been successfully executed.
e User root is trustworthy and available.
e  Only user root is authorized to run the gs_postuninstall command.

Procedure
Log in to the openGauss server as user root.

Check whether the mutual trust has been established between the users root. If
not, manually establish the mutual trust. For details, see 2.2.2.2 Establishing
Mutual Trust Manually.

Run the ssh Host name command to check whether mutual trust has been
successfully established. Then, enter exit.

plat1:~ # ssh plat2

Last login: Tue Jan 5 10:28:18 2016 from plat1

Huawei's internal systems must only be used for conducting Huawei's business or for purposes authorized
by Huawei management.Use is subject to audit at any time by Huawei management.

plat2:~ # exit

logout

Connection to plat2 closed.

platl:~ #

Go to the following path:

cd /opt/software/openGauss/script

Run the gs_postuninstall command to clear the environment. If the database is
installed in environment variable separation mode, run the source command to

obtain the environment variable separation file ENVFILE.

./gs_postuninstall -U omm -X /opt/software/openGauss/cluster_config.xml --delete-user --delete-group

Alternatively, locally use the gs_postuninstall tool to clear each openGauss node.
./gs_postuninstall -U omm -X /opt/software/openGauss/cluster_config.xml --delete-user --delete-group -L

omm is the name of the OS user who runs openGauss, and the path of the
openGauss configuration file is /opt/software/openGauss/cluster_config.xml.

If the database is installed in environment variable separation mode, delete the
environment variable separation parameter ENV obtained by running the source
command.

unset MPPDB_ENV_SEPARATE_PATH

Delete the mutual trust between the users root on each openGauss database
node. For details, see Establishing Mutual Trust Manually.
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Step 6

Log out the root user.
----End
Examples

Clear the host environment.

gs_postuninstall -U omm -X /fopt/software/openGauss/cluster_config.xml --delete-user
Parsing the configuration file.

Successfully parsed the configuration file.

Check log file path.

Successfully checked log file path.

Checking unpreinstallation.

Successfully checked unpreinstallation.

Deleting Cgroup.

Successfully deleted Cgroup.

Deleting the instance's directory.

Successfully deleted the instance's directory.

Deleting the installation directory.

Successfully deleted the installation directory.

Deleting the temporary directory.

Successfully deleted the temporary directory.

Deleting remote OS user.

Successfully deleted remote OS user.

Deleting software packages and environmental variables of other nodes.
Successfully deleted software packages and environmental variables of other nodes.
Deleting logs of other nodes.

Successfully deleted logs of other nodes.

Deleting software packages and environmental variables of the local node.
Successfully deleted software packages and environmental variables of the local nodes.
Deleting local OS user.

Successfully deleted local OS user.

Deleting local node's logs.

Successfully deleted local node's logs.

Successfully cleaned environment.

Troubleshooting

If the configuration deletion fails, locate faults by following the log information
provided in the $GAUSSLOG/om/gs_postuninstall- YYYY-MM-DD_HHMMSS.log
file.
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