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About This Document

Overview
This document describes how to upgrade and roll back, and provides frequently
asked questions (FAQs) and troubleshooting methods.

Intended Audience
This document is intended for upgrade personnel, who must:

● Understand version information about the current device and related NEs.
● Have experience in maintaining and operating these devices.

Symbol Conventions
The symbols that may be found in this document are defined as follows:

Symbol Description

Indicates a hazard with a high level of risk which, if
not avoided, will result in death or serious injury.

Indicates a hazard with a medium level of risk which,
if not avoided, could result in death or serious injury.

Indicates a hazard with a low level of risk which, if not
avoided, could result in minor or moderate injury.

Indicates a potentially hazardous situation which, if
not avoided, could result in equipment damage, data
loss, performance deterioration, or unanticipated
results.
NOTICE is used to address practices not related to
personal injury.
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Symbol Description

Supplements the important information in the main
text.
NOTE is used to address information not related to
personal injury, equipment damage, and environment
deterioration.
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1 Before You Start

1.1 Upgrade Solution

1.2 Version Requirements Before the Upgrade (Upgrade Path)

1.3 Upgrade Impact and Constraints

1.1 Upgrade Solution
This section describes how to select an upgrade mode.

You can determine whether to upgrade the existing system based on the new
features provided by the openGauss and the current database status.

Currently, in-place upgrade and gray upgrade are supported. The upgrade modes
are classified into major version upgrade and minor version upgrade.

After you select an upgrade mode, the system automatically determines and
selects a proper upgrade policy.

In-place upgrade: During the upgrade, services must be stopped and all nodes
must be upgraded at a time.

Gray upgrade: supports operations on all service during the upgrade and upgrades
all nodes at a time. (This function is supported in versions later than openGauss
1.1.0.)

1.2 Version Requirements Before the Upgrade
(Upgrade Path)

Table 1-1 lists the version requirements for upgrading openGauss.

Table 1-1 Version Requirements Before the Upgrade (Upgrade Path)

Version Upgrade Description
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Versions earlier than openGauss
1.0.1

It can be upgraded to any version earlier than
openGauss 1.0.1.

openGauss 1.0.1 It can be upgraded to openGauss 1.1.0.

openGauss 1.1.0 and later It can be upgraded to any version later than
openGauss 1.1.0.

 

NO TE

To view the current version, run the following command:
gsql -V | --version

1.3 Upgrade Impact and Constraints
Note the following during the upgrade:

● Do not perform the upgrade, scale-out, and scale-in at the same time.

● Virtual IP addresses are not supported.

● During the upgrade, do not change the values of wal_level,
max_connections, max_prepared_transactions, and
max_locks_per_transaction. If the value is changed, the instance fails to be
started after the rollback.

● You are advised to perform upgrade when the database system is idle. You
can determine the time (for example, holidays) based on experience.

● Before the upgrade, ensure that the database is normal. You can run the
gs_om -t status command to query the database status. If the value of
cluster_state in the query result is Normal, the database is normal.

● Ensure that the database mutual trust is normal before the upgrade. You can
run the ssh hostname command on any node to connect to another node for
verification. If no password is required for the interconnection between hosts,
the mutual trust relationship is normal. (Generally, the mutual trust
relationship is normal when the database is running properly.)

● The database deployment mode (configuration files) cannot be changed
before and after the upgrade. Before the upgrade, the deployment mode is
verified. If the deployment mode is changed, an error is reported.

● Ensure that the OS is healthy before the upgrade. You can use the gs_checkos
tool to check the OS status.

● Services need to be stopped during in-place upgrade. Online upgrade supports
all service operations.

● The database is running properly and data on the primary DN has been fully
synchronized to standby DNs.

● Do not enable Kerberos during the upgrade.

● Do not modify the version.cfg file decompressed from the installation
package.
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● If the upgrade fails due to an exception, you need to manually roll back the
upgrade. The next upgrade can be performed only after the rollback is
successful.

● If the second upgrade is successful after the rollback, the GUC parameters
that are set at the uncommitted stage become invalid.

● Do not manually set GUC parameters during the upgrade.
● In gray upgrade, services are interrupted for less than 10s during the upgrade.
● During the upgrade, ensure that the kernel version is the same as the OM

version before OM operations. That is, the kernel code and OM code are from
the same software package. If the preinstallation script of an upgrade
package is executed but the upgrade fails or the preinstallation script of a
baseline package is not executed after the upgrade rollback, the kernel code
is inconsistent with the OM code.

● If new fields are added to the system catalog during the upgrade, you cannot
view these new fields by running the \d command after the upgrade. In this
case, you can run the select command to query the new fields.

● The GUC parameter enable_stream_replication must be set to on for the
upgrade. If this parameter is set to off, the upgrade is not allowed.

● In gray upgrade, ensure that there are less than 200 concurrent reads and 200
concurrent writes.

● If the MOT is used in a version earlier than openGauss 2.0.0, the version
cannot be upgraded to openGauss 2.0.0.
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2 Upgrade

2.1 Upgrade Process
2.2 Preparing for and Checking the Upgrade
2.3 Performing the Upgrade
2.4 Verifying the Upgrade
2.5 Committing the Upgrade Task
2.6 Rolling Back the Upgrade Version

2.1 Upgrade Process
This section describes the process for upgrade from an earlier version to the target
version.

Figure 2-1 Upgrade flowchart
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The time required for each procedure is an estimate and for reference only.

Table 2-1 Estimated time required for each procedure

Procedure Recommen
ded Start
Time

Required Time Service
Interruption
Duration

Remark
s

Preparing for and
Checking the
Upgrade

One day
before the
upgrade

About two to
three hours.

No impact on
services.

Check
and
back up
data
and
verify
software
package
s before
the
upgrade.

Perform the
upgrade.

Service idle
hours

The time is
mainly spent in
starting and
stopping the
database and
modifying the
system catalog of
each database.
Generally, the
upgrade takes no
more than 30
minutes.

The duration
is the same
as the
operation
duration.
Generally, the
duration does
not exceed
30 minutes.

Start
the
upgrade
accordin
g to the
upgrade
guide.

Verify the
upgrade.

Service idle
hours

About 30 minutes. The duration
is the same
as the
operation
duration,
which is
about 30
minutes.

-

Committing the
Upgrade Task

Service idle
hours

The upgrade
commit takes no
more than 10
minutes.

The duration
is the same
as the
operation
duration.
Generally, the
duration does
not exceed
10 minutes.

-
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Procedure Recommen
ded Start
Time

Required Time Service
Interruption
Duration

Remark
s

Rolling Back the
Upgrade Version

Service idle
hours

Generally, the
version rollback
takes no more
than 30 minutes.

The duration
is the same
as the
operation
duration.
Generally, the
duration does
not exceed
30 minutes.

-

 

2.2 Preparing for and Checking the Upgrade
This section describes preparations before the upgrade.

2.2.1 Upgrade Preparation Checklist

Table 2-2 Upgrade preparation checklist

No
.

Item Preparation Content Recommende
d Start Time

Required
Time

1 Collect node
information.

Collect names and IP
addresses of database
nodes and passwords of
users root and omm.

One day
before the
upgrade

1 hour

2 Set remote
login of user
root.

Configure the
configuration file to
allow user root to
remotely log in.

One day
before the
upgrade

2 hours

3 Back up data. For details, see section
"Backup and
Restoration" in the
Administrator Guide.

One day
before the
upgrade

The required
time varies
according to
the backup
data volume
and solution.

4 Obtain and
verify an
upgrade
software
package.

Obtain an upgrade
software package and
verify its integrity.

One day
before the
upgrade

0.5 hours

5 Check the OS
health status.

Use the gs_checkos tool
to check the OS status.

One day
before the
upgrade

0.5 hours
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6 Check the disk
usage of the
database node.

Run the df command to
check the disk usage.

One day
before the
upgrade

0.5 hours

7 Check the
database
status.

Use the gs_om tool to
check the database
status.

One day
before the
upgrade

0.5 hours

 

NO TE

Time required varies according to the particulars for the site (such as the data volume and
server performance).

2.2.2 Collecting Node Information
Contact the database system administrator to obtain names and IP addresses of
database nodes. You have obtained the passwords of users root and omm for
logging in to the nodes, as shown in Table 2-3.

Table 2-3 Node information

N
o.

Node
Name

Node IP Address Password of
User root

Password of
User omm

Re
ma
rks

1 - - - - -

 

2.2.3 Backing Up Data
If the upgrade fails, services may be affected. Back up data in advance so that
services can be restored as soon as possible after a failure occurs.

For details, see section "Backup and Restoration" in the Administrator Guide.

2.2.4 Obtaining the Upgrade Packages
https://opengauss.org/en/download.html

Obtain the upgrade package from the website.

2.2.5 Checking the OS Health Status
Use the gs_checkos tool to check the OS status.

Prerequisites
● The hardware and network are working properly.
● The trust relationship of user root among the hosts is normal.
● Only user root is authorized to run the gs_checkos command.
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This tool cannot be independently invoked. For security purposes, it is automatically
deleted after the preinstallation is complete.

Procedure

Step 1 Log in to a server as user root.

Step 2 Run the following command to check OS parameters of the server:
gs_checkos -i A

Check the OS parameters to ensure that the database has passed the pre-
installation check and can efficiently operate after it is installed. For details about
the check items, see "Server Tools > gs_checkos > Table 1 OS check items" in
the Tool Reference.

----End

2.2.6 Checking the Disk Usage of the Database Node
You are advised to perform the upgrade when the disk usage of the database
node is less than 80%.

2.2.7 Checking the Database Status
This section describes how to query the database status.

Procedure

Step 1 Log in to the node as the database user (for example, omm) and run the source
command to set the environment variables.

Step 2 Run the following command to check the database status:
gs_om -t status

Step 3 Ensure that the database is normal.

----End

2.3 Performing the Upgrade
This section describes how to perform the in-place upgrade and gray upgrade.

Procedure

Step 1 Log in to a node as user root.

Step 2 Create a directory for the new package.
mkdir -p /opt/software/gaussdb_upgrade

Step 3 Upload the new package to the /opt/software/gaussdb_upgrade directory and
decompress it.
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Step 4 Go to the script directory generated after the installation package is
decompressed.
cd /opt/software/gaussdb_upgrade/script

Step 5 Execute the gs_preinstall script before in-place upgrade or gray upgrade.
./gs_preinstall -U omm -G dbgrp  -X /opt/software/GaussDB_Kernel/clusterconfig.xml

Step 6 Switch to user omm.
su - omm

Step 7 If the database is normal, run the following command to perform the in-place
upgrade or gray upgrade:

Example 1: Use the gs_upgradectl script to perform an in-place upgrade.

gs_upgradectl -t auto-upgrade -X /opt/software/GaussDB_Kernel/clusterconfig.xml

Example 2: Execute the gs_upgradectl script to perform a gray upgrade.

gs_upgradectl -t auto-upgrade -X /opt/software/GaussDB_Kernel/clusterconfig.xml --grey

----End

2.4 Verifying the Upgrade
This section describes how to verify the upgrade, including the test cases and
detailed operation procedure.

2.4.1 Verification Checklist

Table 2-4 Verification checklist

No. Item Criteria Check Result

1 Query the
version.

Check whether the source version has
been upgraded to the target version.

-

2 Check the OS
health status.

Use the gs_checkos tool to check the
OS status.

-

3 Check the
database
status.

Use the gs_om tool to check the
database status.

-

 

2.4.2 Querying the Version After Upgrade
This section describes how to query the version.

Procedure

Step 1 Log in to the node as the database user (for example, omm) and run the source
command to set the environment variables.

Step 2 Run the following command to check the version information of all nodes:
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gs_ssh -c "gsql -V"

----End

2.4.3 Checking the Status of the Database for Upgrade
This section describes how to query the database status.

Procedure

Step 1 Log in to the node as a database user (for example, omm).

Step 2 Run the following command to check the database status:
gs_om -t status

If the value of cluster_state is Normal in the command output, the database is
normal.

----End

2.5 Committing the Upgrade Task
After the upgrade is complete, if no problem is found during the verification, you
can commit the upgrade task.

NO TE

Once the committal is complete, no rollback can be performed.

Procedure

Step 1 Log in to the node as a database user (for example, omm).

Step 2 Run the following command to commit the upgrade task:
gs_upgradectl -t commit-upgrade  -X /opt/software/GaussDB_Kernel/clusterconfig.xml

----End

2.6 Rolling Back the Upgrade Version
This section describes how to roll back to the source version.

Procedure

Step 1 Log in to the node as a database user (for example, omm).

Step 2 Run the following command to roll back the kernel code. After the rollback is
complete, run the gs_preinstall script in the old package to ensure that the kernel
version is the same as the OM code version. For details, see Execute the
gs_preinstall script.
gs_upgradectl -t auto-rollback  -X /opt/software/GaussDB_Kernel/clusterconfig.xml
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If the database is abnormal, run the following command to forcibly roll back the upgrade:
gs_upgradectl -t auto-rollback -X /opt/software/GaussDB_Kernel/clusterconfig.xml --force

Step 3 Check the version number after the rollback.
gs_om -V | --version

----End
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3 Troubleshooting

If the upgrade fails, perform the following operations:

Step 1 Check whether the environment is normal.

For example, check whether the disk is full, the network is faulty, the upgrade
software package is correct, or the version number is correct. After the fault is
rectified, perform the upgrade again.

Step 2 If no environment problem is found or the re-upgrade fails, contact technical
support for fault locating.

Run the following command to collect logs:

gs_collector --begin-time='20200724 00:00' --end-time='20200725 00:00'

You are advised to retain the environment if possible.

----End
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